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Introduction

Motivation I

Sensitivity Analysis: Can a set of explanatory variables
robustly explain a certain dependent variable?

I Leamer (1985): Sensitivity Analysis Would Help (AER) -
analysis of the extreme bounds of regression coefficients

I

Yi = αXi + βCi + γZi + ui (1)

I Yi is some variable of interest that one wishes to explain by
the RHS variables, Xi is a vector of standard explanatory
variables (all robust), Ci is an explanatory variable whose
robustness needs to be tested, and Zi is a vector of potential
additional explanatory variables.
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Introduction

Motivation II
I Leamer’s extreme bound test for variable C says that if the

lower extreme bound of β (the lowest value of β minus two
standard deviations) is negative while the upper extreme
bound for β (the highest value for β plus two standard
deviations) is positive, the variable C is not robustly related to
Y .

I Application to growth regressions: Levine and Renelt (1992)
(AER)

I In practice: Run regressions with all possible combinations of
variables

I Implemented by Impavido (1998): eba
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Introduction

Motivation III

Sala-i-Martin (1997): I Just
Ran Two Million Regressions
(AER)

I Argues that Leamer’s criterion is
too strong.

I Proposal: Analyse the entire
distribution of the estimates of β.

I Sala-i-Martin’s criterion: If the
average 90% confidence interval of
a regression coefficient does not
include zero then the variable is
correlated with Y .

I Runs cross-country growth
regressions to test which variables
robustly explain growth

I This has not been implemented in
Stata yet

Figure: Results from Sala-i-Martin
(1997)
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Enhancedeba

The advantages of enhancedeba I

eba-function:

I Only Leamer’s EBA

I Up to 4 explanatory variables

I Only OLS, no options (e.g. robust standard errors)

enhancedeba-function:

I Can use both Leamer’s and Sala-i-Martin’s methods

I Applicable to any dataset, cross-sectional or panel

I Not just combinations of four variables, but any combinations
possible

I Run any kind of regression, not just OLS
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Enhancedeba

The advantages of enhancedeba II
Avoid running regressions multiple times

I Usually:
I To test x1: run regressions reg y x1 x2, reg y x1 x3, reg y x1
x4

I To test x2: run regressions reg y x2 x1, reg y x2 x3, reg y x2
x4

I enhancedeba avoids running the same regression twice by
running all regressions and later picking out the ones that
contain each variable that needs testing.
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Enhancedeba

Enhancedeba I

Syntax: enhancedeba depvar [indepvars] [if ] [in] [weight] [,
x(varlist) combinations(#) cmd options() preoptions()

level(#) noupto logfile() printlog leamer vif(#)

outputfile]
Option Explanation
x(varlist) variables that should be included in every regression
combinations() number of variables (n) in each combination
cmd() type of regression to be run (e.g. xtreg)
options() regression-type specific options (e.g. fe)
preoptions() for commands where the options come before the comma (e.g. xi:)
level() confidence interval
noupto combinations of n variables or up to n variables
logfile() log file to record EBA results
printlog progress of EBA appears in the results window
outputfile results written to CSV
leamer uses Leamer methodology
vif Variance Inflation Factor used as a criterion
onlysignificant only significant observations are taken into account
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Applications

Examples I
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Applications

Examples II
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Applications

Examples III
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Applications

Examples IV
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Conclusion

Conclusion I

I New implementation of Extreme Bounds Analysis approach by
Leamer(1985) and Sala-i-Martin(1997)

I very flexible with respect to the type of regression, options,
number of variables in each combination etc.

I No reason to apply this methodology only to growth
regressions

I Can be used for any question of the form “What explains Y ?”
or “Can X truly explain Y ?
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Remaining Problems

Problems I

I Have to save results to file - this is what takes a long time

I Cannot write to macros

I Sometimes “too many literals”

I Ideas?
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