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Stata & Weka

• Descriptive statistics

• Inferential statistics
– Frequentist approach

– Bayesian approach (Stata v14+)

• Predictive statistics
– Classical algorithms

– Statistical learning / machine learning algorithms
(modern artificial intelligence techniques)
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Weka



Weka



Weka



Why?



Traditional predictive problems

Examples:

• Loan = {yes / no}

• Surgery = {yes / no}

• Survival time ≥ 5 years = {yes / no}



search engine / e-commerce 

predictive problems

• If user X searched for terms {“royal”, 
“palace”, “Madrid”}, how to we prioritize 
the results based on his previous search 
history?

• If customer X bought items {“color 
pencils”, “watercolor paint”}, what else can 
we sell to this same customer?



search engine / e-commerce 

predictive problems

… this could be also described as

“software customized for each user”

a.k.a. “intelligent software”
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(purely) predictive approach

machine learning

=

=

statistical learning



(purely) predictive approach

1. Define dependents variables 

2. Set optimization objective 
(examples: 
- area under the ROC curve, 
- Homser Lemeshow calibration metrics, 
- RMSE …)

3. Choose relevant independent variables 

4. Iterate through different algorithms and independent 
variable combinations until an adequate solution is 
found



(purely) predictive approach

• Possible algorithms:
– Classical statistics

• Linear regression

• Logistic regression

• GLM

• (…)

– Machine learning
• Decision trees (CART; C4.5; etc…)

• Bayesian networks

• Artificial neural networks

• (…)



(purely) predictive approach

• Data is separated in at least 3 groups:

– Train dataset
• Used to choose an algorithm 

(example: ordinary regression, SVM, or ANN)

– Validation dataset
• Choose algorithm parameters => generate a “model”

(example: kernel type and kernel parameters in SVM)

– Test dataset
• Evaluate results of different “models” on the test dataset



(purely) predictive approach

• Often, K-fold cross-validation is used:
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What is an adequate solution in 

machine learning problems?

• Well-tested (i.e. stable results on several 

relevant test datasets)

• Reasonably fast (i.e. adequate response time)

• Production-ready (i.e. can be deployed)



… which is hard to achieve:

All possible variable combinations

+

Lots of data

+

All possible models

(algorithm + algorithm parameters)

=

Too much computational time !!!



Why can there be many variables?

Source:
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Common issues

• M samples

where M >> 10^6 (a.k.a. “big data”)

• N variables 

where N >> 10^3

• Sometimes N variables > M samples



Solutions

• Dimensionality reduction techniques 
(that reduce computational time)
such as:
– PCA (principal component analysis)

– SVD (singular-value decomposition)

• Automatic variable selection methods
such as:
– Forward / backward / mixed variable selection

– LASSO 
(least absolute shrinkage and selection operator)



Solutions

• Modern machine learning algorithms
(highly resistant to overfitting) such as:

– Penalized logistic regression

– Ensemble methods 
(examples: LogitBoost / AdaBoost)

– Support vector machines

– Deep learning artificial neural networks

… and, generally, some knowledge about 
mathematical optimization can help.



What is optimization?

• Find a minimum = optimum.

• Optimization problems have constraints 

that make it solvable.

• Mathematical optimization includes 

several sub-topics (vector spaces, 

derivation, stability, computational 

complexity, et cetera).



Convex optimization

Examples: 

- linear regression

- logistic regression

- linear programming / “linear optimization” => Leonid Kantorovich, 1941

- support vector machines (SVMs) => Vladimir Vapnik, 1960s



Nonlinear optimization

Examples:

- multilayer perceptron artificial neural networks

- deep learning artificial neural networks



Optimization problems

Source: Anjela Govan, North Carolina State University
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Why Stata?

• More familiar than other languages to 

many Statisticians.

• Highly optimized (fast) 

mathematical optimization libraries 

for traditional statistical methods (such as 

linear or logistic regressions).



Why Stata?

• We may try different models 

in other software packages … 

• … and then choose the best in Stata

(Stata has many command for comparing 

results of predictive experiments 

f.ex. -rocreg-). 



Intelligent software lifecycle

Prototyping Deployment

Stata

Weka

Source:

https://blogs.msdn.microsoft.com/martinkearn/2016/03/01/machine-learning-is-

for-muggles-too/



Why Weka?

• Open source => Code can be modified

• Good documentation

• Easy to use

• Has most modern machine-learning algorithms 
(including ensemble classifiers)

• Time series 
(generalized regression machine-learning models; 
usually better than S ARIMA X or VAR models)



Stata-Weka interface

Modify Weka API

Then

• Load data in Stata

• Call Weka from Stata

• Calculate results in Weka

• Return results from Weka to Stata

• Process results in Stata



Stata-Weka interface

o Modified version of Weka API in Java

(StataWekaCMD) 



o Stata:

o Export to Weka-readable CSV file

o Call Java program from Stata:
!java -jar "C:\TEMP\StataWekaCMD.jar" 
`param1' ... `paramN'
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Stata-Weka interface



o Java program (StataWekaCMD.jar):

o Call modified instance of Weka & 

produce output

o Adapt Weka output to Stata-readable CSV 

& export it

36

Stata-Weka interface



o Stata:

o Process classification result file:
preserve

insheet weka_output.csv

save weka_output.dta, replace

restore

merge 1:1 PK using weka_output.dta

37
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Let’s see an 

example



Patient

Administrative 

personnel
Triage nurse

Patient’s

administrative 

check-in 

variables

Patient’s

triage variables

P
re

-t
ri
a

g
e

 w
a

it
in

g
 r

o
o

m

Triage room

Patient’s

allocation inside 

the ED

Waiting areas /

Treatment areas

Inpatient

admission

prediction

Hospitalization wardsNon-hospitalization 

discharge

Physician

Inpatient admission prediction from the 

Emergency Department



Manchester Triage System (MTS)

Sample flowchart for MTS v2

Chief Complaint:

“Shortness of Breath in Children”



However…

o Priority of care ≠ Clinical severity

o Example:

o Patient with terminal stage 4 cancer with a chief 

complaint “mild fever”:

oPriority of care = Low (MTS level = 5)

oClinical severity = High => Likely admission



Objectives

o Design a system that can predict the probability of inpatient 

admission (yes / no) from the ED right after triage.

o With adequate discrimination (AUROC > 0.85) 

and calibration (H-L χ2 < 15.5 => H-L p-value > 0.05).
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Algorithms 

o Logistic regression (LR)

o Artificial neural network (ANN)

o Custom algorithm



1. Compute M1 = base logistic regression for the whole dataset 

2. FOR EACH CC = Chief complaint 

    Compute M2CC = LogitBoost submodel for this Chief complaint 

    IF ( (H-L DF |M2CC  >= H-L DF |M1 ) AND (H-L χ
2 
|M2CC <= H-L χ

2
 |M1) ) 

        Use M2CC for this chief complaint 

    ELSE 

        Use M1 for this chief complaint         

    END IF 

  END FOR 

3. Output the predictions of the ensemble 

Custom algorithm

definition 

Hybrid

Stata-Weka

application



1. Compute M1 = base logistic regression for the whole dataset 

2. FOR EACH CC = Chief complaint 

    Compute M2CC = LogitBoost submodel for this Chief complaint 

    IF ( (H-L DF |M2CC  >= H-L DF |M1 ) AND (H-L χ
2 
|M2CC <= H-L χ

2
 |M1) ) 

        Use M2CC for this chief complaint 

    ELSE 

        Use M1 for this chief complaint         

    END IF 

  END FOR 

3. Output the predictions of the ensemble 

Custom algorithm

definition 
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Time
Jan. 2011 – Dec. 2011

= Train set = Test set

Experiment 1

Experiment 2

Experiment 3

Experiment 4

Experiment 5

Experiment 6

Experiment 7

Experiment 8

Experiment 9

Experiment 10

Experiment 11

Jan. 2010 – Nov. 2011

Jan. 2012

Dec. 2012

Experiment 12

01 Jan. 2011 31 Dec. 2011 31 Dec. 2012

o Within each iteration:

o Ordered split in:

o 2/3 data = train

o 1/3 data= validation

o Repeat grouping of 

MTS CC on

o 2/3 data = train

o Repeat ANN parameterization

o 1/3 data = validation

o Next month = test

Model 

evaluation
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o Logistic regression
o AUROC = 0.8531 

95% CI (0.8501, 0.8561) 

o H-L χ2 = 35.15 

95% CI (32.57, 37.73) 

o ANN
o AUROC = 0.8568 

95% CI (0.8531, 0.8606) 

o H-L χ2 = 10.47

95% CI (7.78, 13.17) 

o Custom algorithm
o AUROC = 0.8635 

95% CI (0.8605, 0.8665)

o H-L χ2 = 11.4 

95% CI (9.10, 13.75)

A3Model 

evaluation



Thank you !


