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❑ Technology Forecasting

I. Technology Forecasting using DEA

“Prediction for Invention, Innovation or Technology Spread”(Schon,
1966)

“Probabilistic Assessment of Future Technology Transfer
Processes”(Jantsch, 1967)

“Quantitative perspectives on the degree of change in technical
characteristics, technical attributes, and timing associated with the use of
design, production, machinery, materials and processes according to
specific logic systems”(Bright, 1978)

“A prediction of the future characteristics of useful machines, procedures, 
or techniques” (Martino, 1982, 1993; Inman, 2004)
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❑ Data Envelopment Analysis(DEA)

I. Technology Forecasting using DEA

“This is a method for adjusting data to prescribed theoretical 

requirements such as optimal production surfaces, etc., prior to 

undertaking various statistical tests for purposes of public policy 

analysis.”(Charnes A., 1978; Rhode, 1978).
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I. Technology Forecasting using DEA

❑ DEA Efficiency
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• Assumptions to analyze the black box
- Economic Behaviors: No input, no output!
- (Free) Disposability
- Convexity
- Frontier Search: Piece-wise Linear Method
- Scale Economy
- Orientation: Input-based or Output-based Analysis
…

• Interpretation of DEA Results
- X-inefficiency
- Rational Choice of Input-Output Mixes
- Performance
…

❑ Assumption and Interpretation of DEA Efficiency Models

I. Technology Forecasting using DEA
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❑ DEA model development satisfying the assumptions of Disposability, 
Convexity, Scale Economy, and Frontier estimation.

(1) One input-one output (2) Two inputs

CRS Frontier

CRS Frontier

I. Technology Forecasting using DEA
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❑ DEA Production Possibility Set can be obtained from {Free Disposability, 
Convex, Constant Returns to Scale, piece-wise linear frontier}

I. Technology Forecasting using DEA
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❑ Define the Input-oriented-DEA Efficiency score as the Input ratio 
of observation to ideal input required to produce the same 
output.

I. Technology Forecasting using DEA
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❑ Input-based CRS DEA

I. Technology Forecasting using DEA

10



❑ Input-based Variable-returns-to-scale(VRS) DEA

I. Technology Forecasting using DEA
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❑ Basic DEA Models: CCR, BCC

I. Technology Forecasting using DEA

Orientation Constant Return to 
Scale(CCR)

Variable Returns to 
Scale(BCC)

Input Oriented

Min θ
s.t.  θxA - Xλ ≥ 0

Yλ -yA ≥ 0
λ ≥ 0

Min θ
s.t.  θxA - Xλ ≥ 0

Yλ -yA ≥ 0
eλ=1
λ ≥ 0

Output Oriented

Max η
s.t. xA - Xμ ≥ 0

ηyA -yμ ≤ 0
μ ≥ 0

Max η
s.t. xA - Xμ ≥ 0

ηyA -yμ ≤ 0
eλ=1      
μ ≥ 0
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• No assumption about Input-Output Function

• No limits to the number of inputs and outputs

• Not required to weight restrictions

• Provide reference sets for benchmarking

• Provide useful information for input-output mix decision

• n times computations for n DMUs

❑ Characteristics of DEA

I. Technology Forecasting using DEA
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• Various DEA models (CCR, BCC, SBM, FDH, Super-efficiency, Additive, 
Malmquist Index, etc. )

• The data flow in the Stata/DEA program
⁻ the input and output variables data sets required
⁻ the DEA options define the model
⁻ the “Stata/DEA” program consists of  “basic” and “lp” 

subroutine
⁻ the result data sets available for print or further analysis

❑ User Written Stata/DEA Description 

• User written programs are available from 
https://sourceforge.net/p/deas/code/HEAD/tree/trunk/

• Also, we can calculate the efficiency score applying Stata 16 new Mata 
class “LinerProgram()”.

I. Technology Forecasting using DEA
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• Diagram of Data flow in Stata/DEA program 

I. Technology Forecasting using DEA
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❑ Technology Forecasting using Data Envelopment Analysis(TFDEA)

I. Technology Forecasting using DEA

• Technology Forecasting Process

✓ Step 1 : Measure Technology Rate-of-Change (ROC) using DEA 

efficiency score.

✓ Step 2 : Predict the emergence time of new technology (product) 

by using measured technology ROC

* TFDEA model based on Anderson et al. (2001), Inman et al.(2006)
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• Step 1: Measure Technology Rate-of-Change (ROC) using DEA 

efficiency score
ü Obtain Production possibility set according to time of 

release(𝑡")
ü Calculate the specified DEA model Efficiency Scores(∅$

%&)
ü Identify Decision Making Unit(DMU) that are initially 

identified as the efficient DMU(called State of Art, SOA) 
but obsolete over time

ü Measure the above said DMUs’ technology rate of 

changes(𝛾$
%&) and annual average technology rate of 

change(𝛾̅)

I. Technology Forecasting using DEA
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① The targets to be analyzed are selected from all observations (DMUs), and the

production possibility set is formed by increasing the DMUs according to the

release time from the initial release(𝑡") to the prediction baseline(𝑡)).

② Calculate the efficiency score(∅$
%&) of the DMU using the specified DEA model

using the constructed production possibility set.

③ Based on the efficiency calculated based on the current time(𝑡)), the effective

time(𝑡*))) to be placed in the production frontier for each DMU is calculated

using the following equation.

𝑡*)) =,
-./

0

𝜆-𝑡- / ,
-./

0

𝜆- ∀𝑗 = 1,… ,𝑛; (0 ≤ 𝜆- ≤ 1)

v Algorithm of Technology Rate of Change measure

I. Technology Forecasting using DEA
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④ Among the DMUs, the DMU, which was efficient at the time of its first

release(∅$
%> ≤ 1) but was changed inefficient over time(∅$

%& > 1), is selected

and the rate of change of technology(𝛾$
%& ) is calculated using the following

equation.

𝜸𝒊
𝒕𝒇 = (∅𝒊

𝒕𝒇)𝟏/(𝒕𝒆𝒇𝒇F𝒕𝒌) ∀𝒊 = 𝟏,… ,𝒏
⑤ The annual technology change rate is calculated by arithmetically

calculating the technology change rate(𝛾̅) of each DMU.

v Algorithm of Technology Rate of Change measure

I. Technology Forecasting using DEA
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• Step 2: Predict the emergence time of new technology 

(product) by using measured technology ROC
ü Forecast of technology development trend based on 

current technology level

- Measure the super-efficiency (∅$
IJ,%&) of the target DMU 

using DEA and the super-efficiency model
- Prediction of technology emergence by applying 

effective time (𝑡*))) and average rate of change of 
technology(𝛾̅) to nonlinear growth function 
(exponential function)

I. Technology Forecasting using DEA
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※ DEA Super-efficiency model

I. Technology Forecasting using DEA

- Measure efficiency based on production changes obtained by 

constructing a set of production possibilities, excluding specific DMUs 

to be analyzed.

- If the DMU of interest is placed in a production frontier, the super-

efficiency model score is measured to be greater than 1(∅$
IJ,%& > 1).
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ü Prediction of product emergence
- Product emergence time(𝑡$,*KL*M%*N) is defined as the 

ratio of super-efficiency(∅$
IJ,%&) and average technology 

change rate(𝛾̅) based on the effective time(𝑡*))).
𝑡$,*KL*M%*N = 𝑡*)) + ln 1/∅$

IJ,%& / ln(𝛾̅)
- Effective time means position at current production 

frontier
- The ratio of super-efficiency and rate of technological 

change refers to the time it takes for a production 
change to reach its technical level

※ super-efficiency : A measure of how far the product is from its current(𝑡))
production frontier as a function of production distance
※ average technology change rate : Measures the rate of increase of technology 
over the unit time based on product efficiency

I. Technology Forecasting using DEA
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A’

B’
E

production frontier at 𝒕𝒌

production frontier at 𝒕𝒇

Predicted production frontier

∅𝒊
𝑺𝑬,𝒕𝒇

𝜸𝑨
𝒕𝒇

𝜸𝑩
𝒕𝒇

𝒕𝑬,𝒆𝒇𝒇

𝒕𝑬,𝒆𝒙𝒑𝒆𝒄𝒕𝒆𝒅

- Illustration of Product emergence time(𝑡$,*KL*M%*N)

I. Technology Forecasting using DEA

Source: Jung & Lee(2014)
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No. DMU FFD()

1 P-80/F-80A 1944 1.296 1977.84 1.007

2 FH-1 1945 1.315 1972.14 1.010

3 F-84B 1946 1.282 1987.00 1.009

4 FJ-1 1946 1.323 1964.28 1.007

5 F6U 1946 1.227 1973.05 1.011

6 F9F-2 1947 1.262 1969.76 1.006

7 F-86A 1947 1.233 1982.39 1.009

8 F2H-1 1947 1.227 1977.28 1.007

9 F-80B 1947 1.291 1987.00 1.007

10 F-84C 1947 1.306 1981.35 1.008

… … … … … …

51 F/A-18A 1978 1.021 1987.00 1.009

52 F-15C 1979 1.006 1977.51 1.002

Average technology rate of change() 1.0052

No. DMU FFD()

1 Mig-9 1946 1.316 1977.00 1.007

2 Yak-15 1946 1.326 1986.80 1.009

3 MiG-9M 1947 1.270 1981.84 1.006

4 Mig-15 1947 1.239 1986.28 1.006

5 Yak-17 1947 1.394 1986.03 1.008

6 Yak-23 1947 1.231 1977.00 1.007

7 La-15 1948 1.268 1977.00 1.008

8 Mig-15bis 1949 1.205 1977.00 1.006

9 Mig-17 1950 1.203 1986.75 1.005

10 Mig-17P 1952 1.225 1975.00 1.006

… … … … … …

34 Su-27S 1977 1.006 1987.65 1.001

35 Su-33 1987 1.012 1987.22 1.009

Average technology rate of change() 1.0049

<A country made Aircraft>

* FFD (First Flight Date) 

<B country made Aircraft>

- Illustration of technology rate of change

I. Technology Forecasting using DEA

Source: Jung & Lee(2014)
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- Illustration of TFDEA results

I. Technology Forecasting using DEA

DMU FFD() Country

F-14D 1991 1.002 1984.55

A
F/A-18E 1995 1.000 1987.00

F-22A 1997 0.900 1987.00

F-35A 2007 0.900 1987.00

T-50 PAK FA 2009 0.900 1988.00 B

✓ From the previous page, A country (1.0052) shows higher rate of 
technological change than B country (1.0049).
- But, notice that fighters with super-efficiencies less than 1 are 

more advanced.
- Accurate measurement limits if improvements exist that are not 

included in the selected parameters.
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Data 
Mining/Cleaning

Daniel Lee

II. Data and Analysis in Stata
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★Motivation to choose the data: replication and extension of data set used in Shagun
Srivastava & Madhvendra Misra(2016).



Step 1: Gather PHP 
links leading to each 
companies.

Data 
Gathering

II. Data and Analysis in Stata
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Step 2: Obtain PHP 
links to iterate through 
all the pages regarding 
company’s phones.

Data 
Gathering

II. Data and Analysis in Stata
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Step 3: Once accessed 
the page, then gather 
specs for each phone 
on the page.

Data 
Gathering

II. Data and Analysis in Stata
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Step 1: Gather links leading to each companies.

II. Data and Analysis in Stata
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Step 2: Obtain PHP links to iterate through all the pages

Step 2: Obtain PHP links to iterate through all the pages regarding company’s phones.

• The pseudo code:
for each company in range(0,len(list_of_companies)):

get the links for each page
for each page in range(0,len(main_page_num)):

get the phones from each page
for each phone in range(0,length_phone_links):

iterate through and retrieve the specs
create a dataframe and concatenate each phones

II. Data and Analysis in Stata
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Step 2’s result

II. Data and Analysis in Stata
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Analysis of the problem
• Duplicate Columns/Rows
• NaN values
• STATA Incompatible
• Ugly to look at

II. Data and Analysis in Stata
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The solution
• The data was recalculated accordingly,

• Q - Quartile computed using a table of range 1990 (min) – 2019 
(max)

• OS - OS computed using a market share value per OS and evened 
them by making them a percentage based on their market share. 
Highest market shares being 100 percent.

• CPU - Computed by adding up all the cores with their speeds
• BC (Battery Capacity)- numeric as it is
• SS (Size)- Dimension in mm not in inch. mm x mm x mm -> 

sum(mm+mm+mm)
• R (Resolution)- x by x -> x times x
• CC (Color Code)- 65k, 256 K, 262 K and 16 M -> 1, 2, 3, 4
• PCP (Primary Camera Pixel)- Max of MP
• SCP (Secondary Camera Pixel)- Max of MP
• S (Sensors) – added functionalities
• P (Price) – in $

II. Data and Analysis in Stata
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Final result

35

* Note: Q (Quarter), OS 
(Operating System), CPUS 
(CPU Speed in MHz), BC 
(Battery Capacity in mAh), 
SS (Screen Size in
inches), R (Screen 
Resolution), CC (Colour
Code), OF (Other Features), 
PCP (Primary Camera 
Performance), S (Sensors), 
SCP (Secondary
Camera Performance
(Shagun Srivastava & 
Madhvendra Misra, 2016).



tfdea inputvars =	outputvars , rts(string) ort(string) tf(string) 

[option]
rts(string) is a returns to scale of DEA models. There are two types of returns
to scale, rts(crs) and rts(vrs), which means constant returns to scale (CRS)
and variable returns to scale (VRS), respectively. The default is rts(vrs).

ort(string) is an orientation of DEA models. There are two types of
orientation, ort(in) means input-oriented analysis and ort(out) means
output-oriented analysis. The default is ort(out).

tf(string) is a reference date for measuring technological rate of change
(ROC) and forecasting. If you have a dataset between year 1960 to year
2000 and want to measure ROC until 1990 and forecast afterward,
tf(string) is tf(1990). The default is the last date in the dataset.

❑ Analysis

❍ TFDEA Syntax

II. Data and Analysis in Stata
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❑ Analysis

❍ TFDEA results 
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II. Data and Analysis in Stata

Annual Rate of Change (AROC) is 1.0210902 for the chosen data

·tfdea cost=OS CPU BC SS R CC PCP S C, rts(vrs) ort(out) tf(90)



❑ Analysis

❍ TFDEA results 

II. Data and Analysis in Stata
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❑ Analysis

❍ TFDEA results 

II. Data and Analysis in Stata
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II. Data and Analysis in Stata
❍ TFDEA results 

dmu tk SE_tf tf_eff tf_exp

m886_mercury 85 1 96.3333 95

optimus_~660 85 1.01647 96.4099 97

galaxy_~7510 85 1 90.6196 91

galaxy_~5830 85 1 99.5 99

galaxy_~9210 85 1 95.6923 94

evo_4g+ 85 1 98.8624 97

p6210_gala~s 85 1 95.49 94

us760_gene~s 85 1 99.625 98
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q Dimension of TFDEA
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III. Remarks

❑ Challenges of TFDEA

ü Some cases that are hard to solve exist when we specify variable 

returns to scale. For example, product with disruptive technology 

may cause multiple optima or NP-hard problem for super-efficiency 

calculation with VRS option.

ü How to interpret the results(inference).
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