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» Today, around one-eighth of all instruments featured
In NBER working papers are explicitly described as
shift-share, while many others implicitly have a shift-
share structure. --- Borusyak et al. (2025), p.182
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A Practical Guide to Shift-Share
Instruments

Kirill Borusyak, Peter Hull, and - Xavier Jaravel

any economic studies consider units that are exposed differently to a
common set of shocks. Consider, for example, the influential Autor, Dorn,
and Hanson (2013) study of how the surge in Chinese imports in the 1990s
and 2000s affected US local labor markets. They measure regional exposure to this
“China shock™ by the extent to which workers were employed in industries that saw

growing competition with China. This idea is captured by a shift-share explanatory vari-
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« We define a Bartik-like instrument as one
that uses the inner product structure of
the endogenous variable to construct an
Instrument.

-- Goldsmith-Pinkham et al. (2020,
AER), p. 2590
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Bartik V#4114

» Shift-based 1dentification stems from a simple
observation: a share-weighted average of
random shifts Is itself as-good-as random. This
IS true even If the shares are econometrically
endogenous, in the sense that units with
different shares may have systematically
different unobservables. --- Borusyak et al.

(2025), p.186
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Massachusetts Institute of Technology

LAWRENCE F. KATZ /472

Harvard University 5 ,o’iuf PAP” 3
on Ecornomic

Regional Evolutions —c

Ac,‘f? v ‘y
IN 1987, the unemployment rate in Massachusetts averaged 3.2 percent,
three percentage points below the national rate. Only four years later, in
1991, it stood at 9.0 percent, more than two points above the national
rate. For firms taking investment decisions and for unemployed workers
thinking about relocating, the obvious question is whether and when
things will return to normal in Massachusetts. This is the issue that we
take up in our paper.

However, instead of looking only at Massachusetts, we examine the
general features of regional booms and slumps, studying the behavior of
U.S. states over the last 40 years. We attempt to answer four questions.
When a typical U.S. state over the postwar period has been affected by
an adverse shock to employment, how has it adjusted? Did wages de-
cline relative to the rest of the nation? Were other jobs created to replace
those jobs destroyed by the shock? Or did workers move out of the
state?

16
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details of construction).’? It exhibits substantial movements across
states and time. On average, from 1951 to 1988 (the period for which we
can construct the series) it accounts for more than 6 percent of state in-
come for four states—California, Connecticut, Massachusetts, and Mis-
souri—and the District of Columbia. For those states and the District,
the standard deviation of forecast errors from a simple univariate proc-
ess is on average equal to 14 percent; some forecast errors exceed 30
percent.

The second variable is a mix variable that gives the employment
growth in a state predicted by the growth of its industries nationally; it
has been constructed and used by Bartik in a similar context.>® The se-
ries i1s generated for each state and each year, from 1970 to 1989, as a
weighted average of the growth rates of national industry employment
(aggregated to two-digit SIC categories) with the weights calculated as
the previous year share of state employment in each industry. This vari-
able will be a valid instrument in a given state if industry national growth
rates are uncorrelated with labor supply shocks in the state. This in turn
will be true if sectoral employment at the two-digit level is not too con-
centrated in any state, a condition that appears satisfied in the data. Be-
cause we shall use the deviation of this variable from the national growth
rate of employment, this deviation will be a good instrument if states dif-
fer sufficiently in their sectoral employment composition. This condi-
tion also appears to be satisfied.

17
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Immigrant Inflows, Native
Outflows, and the Local
Labor Market Impacts ot
Higher Immigration

David Card, University of California, Berkeley

This article uses 1990 census data to study the effects of immigrant
inflows on occupation-specific labor market outcomes. I find that
intercity mobility rates of natives and earlier immigrants are insen-
sitive to immigrant inflows. However, occupation-specific wages and
employment rates are systematically lower in cities with higher
relative supplies of workers in a given occupation. The results imply
that immigrant inflows over the 1980s reduced wages and employ-
ment rates of low-skilled natives in traditional gateway cities like
Miami and Los Angeles by 1-3 percentage points.

[ Journal of Labor Economics, 2001, vol. 19, no. 1]
© 2001 by The University of Chicago. All rights reserved.
0734-306X/2001/1901-0002$02.50
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source countries, an estimate of the supply push component of recent
immigrant inflows in occupation group j and city c is

BPotk I/ = 3, Toi Nge M. (10)

To construct this measure, I used a set of 17 source country groups,
identified in table 5.%* The first column of the table gives the fraction of
all 1985-90 immigrants from each source (i.e., M,/ M, where M is the total
inflow of new immigrants), while the second column shows the mean
education of recent immigrants from each source country group. Mexico
is the largest single source country, accounting for 26% of the approxi-
mately 3.4 million adult immigrants who entered the United States be-
tween 1985 and 1990. The Philippines is the second largest individual
source country, accounting for about 5% of all recent immigrants. Other
source-country groups account for 1%—8% of recent immigrants.

2025/7/11 19



American Economic Review 2013, 103(6): 2121-2168
http://dx.doi.org/10.1257/aer.103.6.2121

The China Syndrome: Local Labor Market Effects
of Import Competition in the United States’

By DAvID H. AUTOR, DAVID DORN, AND GORDON H. HANSON*

We analyze the effect of rising Chinese import competition between
1990 and 2007 on US local labor markets, exploiting cross-market
variation in import exposure stemming from initial differences in
industry specialization and instrumenting for US imports using
changes in Chinese imports by other high-income countries. Rising
imports cause higher unemployment, lower labor force participation,
and reduced wages in local labor markets that house import-
competing manufacturing industries. In our main specification,
import competition explains one-quarter of the contemporaneous
aggregate decline in US manufacturing employment. Transfer
benefits payments for unemployment, disability, retirement, and

healthcare also rise sharply in more trade-exposed labor markets.
(JEL E24, F14, F16, J23, 131, L60, 047, R12, R23)
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FIGURE 1. IMPORT PENETRATION RATIO FOR US IMPORTS FROM CHINA (left scale),
AND SHARE OF US WORKING-AGE POPULATION EMPLOYED IN MANUFACTURING (right scale)



considerably over time, the expansion was much less dramatic than in the case of
Chinese imports. Panel B summarizes trade flows from the same exporters to a group
of eight high-income countries located in Europe, Asia, and the Pacific (Australia,
Denmark, Finland, Germany, Japan, New Zealand, Spain, and Switzerland). Like
the United States, these countries experienced a dramatic increase in imports from
China between 1991 and 2007, and a more modest growth of imports from Mexico
and Central America, and from other low-income countries. We focus on these high-
income countries as they are the rich nations for which disaggregated HS trade data
are available back to 1991.

To assess the effect of imports of Chinese goods on local labor markets, we need

to define regional economies in the United States. Our concept for local labor mar-
;ﬁj/b -, kets is Commuting Zones (CZs) developed by Tolbert and Sizer (1996), who used
e county-level commuting data from the 1990 Census data to create 741 clusters of
counties that are characterized by strong commuting ties within CZs, and weak
commuting ties across CZs. Our analysis includes the 722 CZs that cover the entire

/2 25 4% mainland United States (both metropolitan and rural areas).

It is plausible that the effects of Chinese imports will vary across local labor
markets in the United States because there is substantial geographic variation in
industry specialization. Local economies that are specialized in industries whose
outputs compete with Chinese imports should react more strongly to the growth
of these imports. Our measure for the exposure of local labor markets to Chinese
imports in equation (3) combines trade data with data on local industry employ-
ment. Information on industry employment structure by CZs, including employ-

297 54 ) +. ment in 397 manufacturing industries, is derived from the County Business Patterns
data (see the online Data Appendix).
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B. Empirical Approach

Following (2), our main measure of local labor market exposure to import competi-
tion is the change in Chinese import exposure per worker in a region, where imports
are apportioned to the region according to its share of national industry employment:

o U 22
X 4

ijt ucj

(3) AIPW,;, = ),

Buy# k-1 ke measure. ' \/oer Wworker

In this expression, L; is the start of period employment (year f) in region i and
AM,;, is the observed change in US imports from China in industry j between the
start and end of the period.'®

Equation (3) makes clear that the difference in AIPW,;, across local labor markets
stems entirely from variation in local industry employment structure at the start
of period ¢. This variation arises from two sources: differential concentration of
employment in manufacturing versus nonmanufacturing activities and specializa-
tion in import-intensive industries within local manufacturing. Differences in manu-
facturing employment shares are not the primary source of variation, however; in a
bivariate regression, the start-of-period manufacturing employment share explains
less than 25 percent of the variation in AIPW,;,. In our main specifications, we will
control for the start-of-period manufacturing share within CZs so as to focus on
variation in exposure to Chinese imports stemming from differences in industry mix
within local manufacturing sectors.

A concern for our subsequent estimation is that realized US imports from China
in (3) may be correlated with industry import demand shocks, in which case the
OLS estimate of how increased imports from China affect US manufacturing
employment may understate the true impact, as both US employment and imports
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To identify the supply-driven component of Chinese imports, we instrument
for growth in Chinese imports to the United States using the contemporaneous
composition and growth of Chinese imports in eight other developed countries.'?
Specifically, we instrument the measured import exposure variable AIPW,,, with a
non-US exposure variable AIPW,, that is constructed using data on contemporane-
ous industry-level growth of Chinese exports to other high-income markets:

L., AM,,_ Bartik. L
(4) AIPW,, = Y, 428 /
J Lu't—l Lit—l

/

This expression for non-US exposure to Chinese imports differs from the expression
in equation (3) in two respects. First, in place of realized US imports by industry
(AM,;,), it uses realized imports from China to other high-income markets (AM,,;).
Second, in place of start-of-period employment levels by industry and region, this 1 i;ﬁ}%ﬁ 1o
expression uses employment levels from the prior decade. We use ten-year-lagged : 5€
employment levels because, to the degree that contemporaneous employment by 2 {Vz 7
region is affected by anticipated China trade, the use of lagged employment to ;Vof )&
apportion predicted Chinese imports to regions will mitigate this simultaneity bias. g 18
Our IV strategy will identify the Chinese productivity and trade-shock compo- ;7
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TABLE 3—IMPORTS FROM CHINA AND CHANGE OF MANUFACTURING EMPLOYMENT
IN CZs, 1990-2007: 2SLS ESTIMATES
Dependent variable: 10 x annual change in manufacturing emp [working-age pop (in % pts)

I. 1990-2007 stacked first differences

(1) (2) (3) (4) () (6)
(A imports from China to US)/ ~0.746*** —0.610*** —0.538*** —0.508*** -0.562*** —0.596***
worker (0.068) (0.094) (0.091) (0.081) (0.096) (0.099)
Percentage of employment -0.035 —0.052%** —0.061*** —0.056*** —0.040***
in manufacturing _, (0.022) (0.020) (0.017) (0.016) (0.013)
Percentage of college-educated -0.008 0.013
population_, (0.016) (0.012)
Percentage of foreign-born ~0.007 0.030%%*
population_, (0.008) (0.011)
Percentage of employment ~0.054** -0.006
among women_, (0.025) (0.024)
Percentage of employment in ~0.230*** —0.245%**
routine occupations_, (0.063) (0.064)
Average offshorability index 0.244 -0.059
of occupations_, (0.252) (0.237)
Census division dummies No No Yes Yes Yes Yes

I1. 2SLS first stage estimates

(A imports from China to OTH)/  0.792***  0.664***  0.652*** 0.635*** 0.638*** (.631***
worker (0079)  (0.086)  (0.090)  (0.090)  (0.087)  (0.087)

R? 0.54 0.57 0.58 0.58 0.58 0.58

Notes: N = 1,444 (722 commuting zones x 2 time periods). All regressions include a constant and a dummy for
the 2000-2007 period. First stage estimates in panel II also include the control variables that are indicated in the
corresponding columns of panel I. Routine occupations are defined such that they account for 1/3 of US employ-
ment in 1980. The offshorability index variable is standardized to mean of 0 and standard deviation of 10 in 1980.
Robust standard errors in parentheses are clustered on state. Models are weighted by start of period CZ share of
national population.
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A. Industry Trade Shocks

Our baseline measure of trade exposure is the change in the import
penetration ratio for a US manufacturing industry over the period 1991-
2011, defined as

AMUC )
Yj.91 + M,‘.91 o E‘91 ’

]s

where for US industry j, AMC is the change in imports from China over
the period 1991-2011 (which in most of our analysis we divide into two
subperiods, 1991-99 and 1999-2011) and Y, + M;s, — E;o 1s initial
absorption (measured as industry shipments, Y, plus industry imports,
M;,,, minus industry exports, E;5,). We choose 1991 as the initial year as it
is the earliest period for which we have the requisite disaggregated bi-
lateral trade data for a large number of country pairs that we can match to
US manufacturing industries.' The quantity in (1) can be motivated by
tracing export supply shocks in China—due, for example, to productivity
growth—through to demand for US output in the markets in which the
United States and China compete. Supply-driven changes in China’s ex-

ports will tend to reduce demand for and employment in US industries.



One concern about (1) as a measure of trade exposure is that observed
changes in the import penetration ratio may in part reflect domestic shocks
to US industries that affect US import demand. Even if the dominant factors
driving China’s export growth are internal supply shocks, US industry
import demand shocks may still contaminate bilateral trade flows. To
capture this supply-driven component in US imports from China, we in-
strument for trade exposure in (1) with the variable

AM()C

AIPO;, =" - . 2
, Y'ss 2 M,-‘,ss - X;‘.ss | ( )

]5

where AM?¢ is the growth in imports from China in industry j during
the period 7 (in this case 1991-2011 or some subperiod thereof) in eight
other high-income countries excluding the United States.'”” The denomi-
nator in (2) is initial absorption in the industry 1n 1988. The motivation for
the instrument in (2) 1s that high-income economies are similarly exposed
to growth in imports from China that is driven by supply shocks in the
country. The identifying assumption is that industry import demand
shocks are uncorrelated across high-income economies and that there are
no strong increasing returns to scale in Chinese manufacturing (which
might imply that US demand shocks will increase efficiency in the affected
Chinese industries and induce them to export more to other high-income
countries)."®
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Robots and Jobs: Evidence from US
Labor Markets

Daron Acemoglu

Massachusetts Institute of Technology

Pascual Restrepo

Boston University

We study the effects of industrial robots on US labor markets. We show
theoretically that robots may reduce employment and wages and that
their local impacts can be estimated using variation in exposure to ro-
bots—defined from industry-level advances in robotics and local indus-
try employment. We estimate robust negative effects of robots on em-
ployment and wages across commuting zones. We also show that areas
most exposed to robots after 1990 do not exhibit any differential trends
before then, and robots’ impact is distinct from other capital and tech-
nologies. One more robot per thousand workers reduces the employment-
to-population ratio by 0.2 percentage points and wages by 0.42%.

Electronically published April 22, 2020
[ Journal of Political Economy, 2020, vol. 128, no. 6]
© 2020 by The University of Chicago. All rights reserved. 0022-3808,/2020/12806-00XX$10.00
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Accounts (see Jagger 2016)," which allows us to measure the adjusted pen-
etration of robots, APR. and APR,, for different time periods. Following
equation (12), our baseline measure of the adjusted penetration of robots
between two dates, §, and £, is given by

- g).‘.(;,.::}-_"' , (15)

J
I*‘:'.IH‘JU

ADD l N\ lw,{,: B l‘/[uj
APRi(y4) = T 2, -

7
5 JeEURODS I“i. 1990

where M/, represents the number of robots in industry i in country jat
time ¢ (from the IFR data), g;f'(h',') is the growth rate of output of industry
in country jbetween ¢, and ¢ (from the EU KLEMS), and 7] ,,,, represents
the baseline employment level in industry 7 and country j (also from the
EU KLEMS)."” In our long-differences models, we take £, = 1993 and ¢, =
2007, though we also present models where we focus on other periods.
For our baseline measure, we use the average penetration in EURO5,
comprising Denmark, Finland, France, Italy, and Sweden—that is, coun-
tries ahead of the United States in robotics, excluding Germany. Focus-
ing on countries that are ahead of the United States helps us isolate
the source of variation coming from global technological advances (rather
than idiosyncratic US factors). We exclude Germany from our baseline
measure because, as figure 1 shows, itis so far ahead of the other countries
that its adoption trends may be less relevant for US patterns than the
trends in EURO5. The appendix presents versions of our main results
for different constructions of the APR, measure, including a specification
where we use all European countries, one where we use both Germany
and the EUR(O5, one where we use the observed increase in robot density
without the g{m Mo/ I 49 term, and a complementary measure where
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we include an adjustment for variation in the average price ola robot across
industries.
We also measure the US adjusted penetration of robots as

MY
APR ) = A

Ll 1990

Z\/Ir[’g J M: .
= B T A s (16)
1,1990

Given the coverage ol the IFR data for US industries, this variable goes
back only to & = 2004.

C. Commuting Zone Data and Exposure to Robols

In our main analysis, we focus on the 722 commuting zones covering the
US continental territory (Tolbertand Sizer 1996) . Following equations (11)
and (14), we measure US exposure to robots in a commuting zone as

US exposure to robots,, ., zemo APR; 115 (17)

i1el

where £ represents industry #’s share in the total employment of com-
muting zone ¢ and APR; is as defined in (16). Exposure to robots is de-
f[ined analogously, exploiting variation in industry-level adoption of ro-
bots in the EURO5 countries,

Exposure to robots,, ., Ef'w APR; . > (18)

el

where APR,(, . 1s given in (15). We now use the 1970 employment shares,
£, as the baseline to focus on historical, persistent differences in the
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Shift-Share Instrument Examples

. AL iR Instrument (z
Level of shift (=)

Study Unit (7) Outcome (y) Treatment (x,) variation (k) Share (s;) Shift (g,)
Bartik (1991) Region A Local wage A Local employment Industry Employment,;,/Employment;,  National growth of industry
employment
Miguel and Kremer Individual Measures of health or -~ Number of neighbors Individual 1{kis friend of i} Dummy of deworming
(2004) education selected for deworming® treatment
Card (2009) Region Relative wage of Relative employment Origin country Migrant stock;,/Population;  New migrants,/Migrant stocky
migrants vs. natives of migrants vs. natives
Autor, Dorn, and Region A Local manufacturing A Local exposure to Industry Employment,/Employment; A Imports from China in other
Hanson (2013) employment Chinese imports countries
Hummels etal. (2014)  Worker Wage Imports of intermediate Product-by-country Imports,/Imports; Imports from k to other
goods by employer countries
Nunn and Qian (2014)  Country-by-year Conflict Quantity of food aid Year Fraction of years with US wheat production in
(wheat) from the US non-zero food aid previous year
Cai, Janvry, and Individual Takeup of insurance % of friends selected for Individual 1{kis friend of i}/# of Dummy of information session
Sadoulet (2015) an information session™ friends i has
Jaravel (2019) Product Inflation and A Quantity demanded Sociodemographic Sales of i to group k/Total Population change
category innovation group sales of ¢
Greenstone, Mas, and ~ Region A Employment A Credit Bank Credit market share of k Estimated credit supply shock
Nguyen (2020)
Aghion etal. (2022) Firm A Firm employment A Firm stock of Technology-by-country  Imports,/Imports; A Imports from k to other
automation technologies countries
Xu (2022) Region A Exports Exposure to banking Bank Credit market share of k Bankruptey during banking
crisis® crisis
Franklin et al. (2024) Local labor Wage Shift-share exposure to the  Residential Commuters;/Employment;  Dummy of public works
market intervention™ neighborhood intervention
Mohnen (2025) Region A Young labor market  Retirement rate Age group (within 45+) Population,/Population 454, National retirement rate at age k
outcome

Note: We simplify many of the settings, suppressing the time dimension (except where it is central to the design), controls and fixed effects, interaction terms, log
and other transformations of the outcome and treatment, and so forth. Asterisks (*) indicate ordinary least squares regressions, in which the treatment itself is the
shift-share with shares s, and shifts g
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SSIV[¥jStatasZfs]: ADH(2013)

Stacked first difference (1990-2000, 2000-2007): gk AN
50w NIEKR(DES), HT722x2=1 4445<muﬂJ Ho
BPE£E K H Github: https:/github.com/borusyak/shift-share

e use location level.dta, clear

e global cov I shind manuf cbp 1 sh popedu c
I sh popfborn I sh empl ¥ I sh routine33
I task outsource

e describe y x z t2 $cov reg* wer clus
e sum y X z t2 $cov reg* weir clus
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Variable Storage Display Value
name type format label Variable label
y float %9.0g Growth of manufacturing employment
X double %9.0g Growth of US China import exposure
z double %9.0g ADH shift-share i1nstrument
t2 byte %9 .09 Decade==2000s
I_shind_manuf~p float %9 .0g Beginning-of-period mfg employment
I _sh popedu c float %9.0g % college-educated
I _sh _popfborn float %9 .0g % foreign-born
I_sh empl_f float %9 .0g % employment among women
I sh routine33 fTloat %9 .0g % of routine employment
I _task outsou~e float %9 .0g Avg offshorability i1ndex
reg midatl byte %9.0g Census region indicators
reg_encen byte %9.0g Census region indicators
reg_wncen byte %9.0g Census region indicators
reg_satl byte %9.0g Census region indicators
reg_escen byte %9.0g Census region indicators
reg_wscen byte %9 .0g Census region indicators
reg_mount byte %9.0g Census region indicators
reg pacif byte %9.0g Census region indicators
wel Tloat %9 .0g Beginning-of-period total
employment weight
clus byte %10.0g State i1dentified for location

2025/7/11
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Variable Obs Mean Std. dev. MiIn Max
Yy 1,444 -1.623098 2.506206 -19.16707 6.350542
X 1,444 1.905606 2.583024 -.6289579 43.0846
z 1,444 1.75464 2.084503 -.7233337 28.65516
12 1,444 -5 -5001732 0] 1
I shind ma-p 1,444 .2057526 -1208567 -.0010827 .6181967
I sh poped-~c 1,444 45.25593 9.090543 19.94398 70.55532
I sh _popfb~n 1,444 4.963635 5.860676 .3845269 48.90823
I sh empl_ T 1,444 62.73593 7.055914 33.24326 79.60631
I sh rout-~33 1,444 28.56663 3.137474 19.99184 37.74758
I task out-~e 1,444 -.5118329 .4269132 -1.635918 1.239722
reg _midatl 1,444 .0360111 .1863822 0 1
reg_encen 1,444 -1163435 3207475 0 1
reg_wncen 1,444 .232687 -4226908 0 1
reg_satl 1,444 .1495845 .3567872 0] 1
reg_escen 1,444 -101108 -3015762 0 1
reg_wscen 1,444 -1509695 -3581432 0] 1
reg_mount 1,444 -1301939 -.3366332 0] 1
reg pacift 1,444 -0609418 -2393065 0] 1
wel 1,444 -.001385 -0038045 4_.32e-06 .0588728
clus 1,444 30.85873 14.98161 1 56

2025/7/11 35



A 2SLS

e Ivreg2 y (x=2z) t2 $cov reg*
[aw=weil], cluster(clus)
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(sum of wgt 1s

IV (25LS) estimation

2.0000e+00)

Estimates efficient for homoskedasticity only

Statistics robust to heteroskedasticity and clustering on clus

Number of clusters (clus) = 48 Number of obs = 1444
FC 16, 47) = 42 .53
Prob > F 0.0000
Total (centered) SS = 4396.587068 Centered R2 = 0.3429
Total (uncentered) SS = 12720.4953 Uncentered R2 = 0.7729
Residual SS = 2889.068933 Root MSE = 1.414
Robust
Yy Coefficient std. err. z P>]z]| [95% conf. interval]
X -.5963601 .0987739 -6.04 0.000 -.7899533 -.4027668
t2 -.2424246 -4005703 -0.61 0.545 -1.027528 .5426788
I_shind_manuf_cbp -4.021932 1.314192 -3.06 0.002 -6.597701 -1.446163
I_sh_popedu_c .01314 .0121955 1.08 0.281 -.0107627 .0370428
I_sh_popfborn .0303784 .0108416 2.80 0.005 -0091292 .0516275
I_sh_empl_*F -.0058603 .0244685 -0.24 0.811 -.0538176 .042097
I_sh_routine33 -.2448902 .0637471 -3.84 0.000 -.3698322 -.1199483
I task outsource -.0590306 .2369742 -0.25 0.803 -.5234916 -4054303
reg_midatl .3129508 .281184 1.11 0.266 -.2381598 .8640614
reg_encen 1.260668 .3370428 3.74 0.000 .6000762 1.92126
reg_wncen 1.623558 .372155 4_36 0.000 .8941478 2.352969
reg_satl -.2882165 .2336566 -1.23 0.217 -.7461751 .1697421
reg_escen 1.076234 .3346871 3.22 0.001 .4202592 1.732208
reg_wscen .7316363 .23137 3.16 0.002 .2781593 1.185113
reg_mount .4021016 .2573061 1.56 0.118 -.102209 .9064122
2025/7/11 reg_pacif -026829 -1911116 0.14 0.888 -.3477427 -401400837
_cons 6.278516 1.937265 3.24 0.001 2.481547 10.07548




Underidentification test (Kleibergen-Paap rk LM statistic): 16.880

Chi-sq(1) P-val = 0.0000

Weak i1dentification test (Cragg-Donald Wald F statistic): 533.322
(Kleibergen-Paap rk Wald F statistic): 47.643

Stock-Yogo weak ID test critical values: 10% maximal 1V size 16.38
15% maximal 1V size 8.96

20% maximal 1V size 6.66

25% maximal 1V size 5.53

Source: Stock-Yogo (2005). Reproduced by permission.
NB: Critical values are for Cragg-Donald F statistic and 1.1.d. errors.

Hansen J statistic (overidentification test of all instruments): 0.000
(equation exactly i1dentified)

Instrumented: X

Included instruments: t2 1 _shind manuf cbp I _sh popedu c 1 _sh popfborn
I sh empl ¥ I sh routine33 | task outsource reg midatl
reg_encen reg_wncen reg satl reg _escen reg _wscen reg _mount
reg pacif

Excluded 1nstruments: z
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» Exogenous shares:
Goldsmith-Pinkham et al. (2020, AER)

» Exogenous shocks:
Adao et al. (2019, QJE)
Borusyak et al. (2022, REStu)
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Bartik Instruments: What, When, Why, and How'

By PAUL GOLDSMITH-PINKHAM, ISAAC SORKIN, AND HENRY SWIFT*

The Bartik instrument is formed by interacting local industry shares
and national industry growth rates. We show that the typical use of a
Bartik instrument assumes a pooled exposure research design, where
the shares measure differential exposure to common shocks, and iden-
tification is based on exogeneity of the shares. Next, we show how the
Bartik instrument weights each of the exposure designs. Finally, we
discuss how to assess the plausibility of the research design. We illus-
trate our results through two applications: estimating the elasticity
of labor supply, and estimating the elasticity of substitution between
immigrants and natives. (JEL C51, F14,J15,J22, L60, R23, R32)



Goldsmith-Pinkham et al. (2020)
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« Goldsmith-Pinkham et al, (2020)uE"H, Bartik IV
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20:

A. Identifying Assumptions

Two assumptions must hold for consistency. First, the denominator must con-
verge to a nonzero term. Intuitively, for this assumption to hold, there must be an
industry and time period when the industry share has predictive power for x;,, con-
ditional on the controls, and the growth rates g,, cannot weight the covariances in
such a way that they exactly cancel. This first condition holds under the following
low-level assumption.

ASSUMPTION 1 (Relevance): For allk € {1,...,K}ands € {1,...,T},
Xy = Dyt 4 z2gol(r=5) G + My
where E[ny|zuo, Dyl = 0, G is finite for all k and sy and ) ) 181sCes # 0.

The second necessary assumption for consistency is that the numerator must
converge to zero. This assumption is the exclusion restriction, and to hold gener-
ically, the industry share must be uncorrelated with the structural error term, after
controlling for Dy, for industries that have nonzero growth rates. The following
identifying assumption ensures that the numerator converges to 0.

ASSUMPTION 2 (Strict Exogeneity): E [e,, z,k0|D,,] = 0 for all k where g, # O.

This assumption is standard in empirical settings that use exposure designs. For
example, this assumption is made in difference-in-differences designs that use
location fixed effects.®
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Rotemberg Weights

A. Decomposing the Bartik Estimator

We first present a finite sample decomposition of the linear overidentified GMM
estimator due to Rotemberg (1983).” For expositional simplicity, we use a single
cross section, though it is straightforward to extend results to a panel with 7 time
periods.

PROPOSITION 3: We can write

/BBarrik — ;&kﬁka

where
8k Z/QX -
> w8 Zi X~

A

G = (ZiXH)'ziYt and & =

so that Y ;& = 1.
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Rotemberg Weights (4£)

Proposition 3 has two implications. First, mirroring our results from Section II,
the validity of each just-identified 3, depends on the exogeneity of a given Z,.
Second, for some k, &; can be negative. Under the constant effects assumption we
have maintained so far, these negative weights do not pose a conceptual problem.
In Section IV, we introduce a restricted form of treatment effect heterogeneity and
revisit the implications of the negative Rotemberg weights.

In online Appendix Section E, we discuss how to interpret the Rotemberg weights
in terms of sensitivity-to-misspecification following work by Conley, Hansen,
and Rossi (2012) and Andrews, Gentzkow, and Shapiro (2017). The basic intuition
is that if any particular instrument 1s misspecified, then ¢, tells us how much that
misspecification translates into the overall bias of the estimator. For example, if o 1s
small, then bias in the kth instrument does not affect the overall bias in the estimator
very much. We also show that this measure 1s different than simply dropping instru-
ments and seeing how estimates change, since dropping an instrument combines
sensitivity-to-misspecification (i.e., o) as well as the relative misspecification of
different instruments (i.e., how far 3, diverges from [3).



SHIFT-SHARE DESIGNS: THEORY AND INFERENCE*

RODRIGO ADAO
MicHAL KOLESAR
EDUARDO MORALES

We study inference in shift-share regression designs, such as when a regional
outcome is regressed on a weighted average of sectoral shocks, using regional
sector shares as weights. We conduct a placebo exercise in which we estimate
the effect of a shift-share regressor constructed with randomly generated sec-
toral shocks on actual labor market outcomes across U.S. commuting zones. Tests
based on commonly used standard errors with 5% nominal significance level re-
ject the null of no effect in up to 55% of the placebo samples. We use a stylized
economic model to show that this overrejection problem arises because regression
residuals are correlated across regions with similar sectoral shares, independent
of their geographic location. We derive novel inference methods that are valid
under arbitrary cross-regional correlation in the regression residuals. We show
using popular applications of shift-share designs that our methods may lead to
substantially wider confidence intervals in practice. JEL Codes: C12, C21, C26,
F16, F22.
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Adao et al. (2019, %£)

o EEIEMZAE T, FHBGE LB RE B A4
5z 0= IE (308 S), & J&LEI’J*T/EW

o« Borinl = i Statadin 2
ssc iInstall reg ss,all replace

(F% DA H B aEi /), HIENAENE)

o« BB @IV H K Statady 2
ssc iInstall 1vreg ss,all replace

(L RAZEAH BN )
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Review of Economic Studies (2022) 89, 181-213 doi:10.1093/restud/rdab030
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Quasi-Experimental
Shift-Share Research Designs

KIRILL BORUSYAK
University College London and CEPR

PETER HULL
Brown University and NBER

and

XAVIER JARAVEL
London School of Economics and CEPR

First version received September 2018; Editorial decision December 2020; Accepted April 2021 (Eds.)

Many studies use shift-share (or “Bartik™) instruments, which average a set of shocks with
exposure share weights. We provide a new econometric framework for shift-share instrumental variable
(SSIV) regressions in which identification follows from the quasi-random assignment of shocks, while
exposure shares are allowed to be endogenous. The framework is motivated by an equivalence result:
the orthogonality between a shift-share instrument and an unobserved residual can be represented as the
orthogonality between the underlying shocks and a shock-level unobservable. SSIV regression coefficients
can similarly be obtained from an equivalent shock-level regression, motivating shock-level conditions
for their consistency. We discuss and illustrate several practical insights of this framework in the setting
of Autor et al. (2013), estimating the effect of Chinese import competition on manufacturing employment
across U.S. commuting zones.
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Borusyak et al. (2022, REStu)

o RN Sij NAE, AT MM g

 Borusyak et al. (2022, REStu)ii: i,

oM

1 M —> o0

(IRZHLIX), N — o (IR21ATK), ®FMATILHIF3
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Borusyak et al. (2022, REStu)

o RN Sij NAE, AT MM g

 Borusyak et al. (2022, REStu)ii: i,

oM

1 M —> o0

(IRZHLIX), N — o (IR21ATK), ®FMATILHIF3
AR /ANOLT), BAT kb 9 BEAFEK
(many uncorrelated shocks), NSSIVy— {1t
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« EX :Z " (weighted share of industry j).
KU HoA I_J N yaverage share of industry j
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* &, Jexposure-weighted average
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« Assumption 1 (Quasi-random shock assignment)
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« Assumption 2 (Many uncorrelated shocks)
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 n[{{ H#r4ssaggregatesc i fwm[= 4, L& MY

X =TI [m) s = T HYAR 9 . 2 s B2k H Github:
nttps.//github.com/borusyak/shift-share

e ssc Install ssaggregate, replace

« & T location_level .dta, &% H3|3/4HAth
$E4E, BlLshares.dta(fld EI’J@L(?E
ind_share), shocks.dta ( g, ),
Ll industries.dta (@mﬁik/\*lﬁl’ﬁw%
w247 Eirlksic2, 36 ETIksic3)
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ALy = T 4

e ssaggregate y x z [aw=weir], n(sic87dd)
t(year) sftilename(Lshares) s(ind share)
I (czone) addmissing controls('t2 $cov reg*')

e Hh, “n(sic87dd)” 5 €industry identifier,
“t(year)” faEmEZ =, “sfilename(Lshares)”
fe EAAHEIE I, “s(ind _share)” #gEZ 30
H AR E Ind_share v %=, “l1(czone)” 18
location identifier, “addmissing” il _E#kIAT M (RUEA
Bz FoN1), “controls(C’t2 $cov reg*)” Fg &=l
A (H T mE13)
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A 4y i 2 T 1 5 (4

/13
N—"

e SuUm
Variable Obs Mean Std. dev. Min Max
year 796 1995 5.003144 1990 2000
sic87dd 794 3061.607 602 .3969 2011 3999
s N 796 .0012563 0189729 6.39e-06 .3975597
y 796 -_.0527453 -4856481 -2.953726 2.636212
X 796 .0536078 4053164 -1.649984 2.570242
y4 796 .0797391 417438 -1.401897 3.032757

o Hrf, RS ngt S EIHMALE). 28B4 HT IV
?SICS?ddﬁWj/\ﬁrﬁ}%ﬁi H(A NEH T addmissingiE ).
N R H R AR TE 9 0:

e replace si1c87dd = 0 1f missing(sic87dd)

(2 real changes made)
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FAATMY I ) E s

e merge 1:1 sic87dd year using shocks,
assert(l 3) nogen

- Hr1, “assert(l 3)7 Katr A5 (master)+
P, CLRVLECREDI I E SR “nogen” s ARGl
UL EE R AAR & merge(BRA A AR &)

Result Number of obs
Not matched 2
from master 2
from using o)
Matched 794

2025/7/11 63



SINGR

/.

e merge m:1 sic87dd using iIndustries,

assert(l 3) nogen

Result

AN

J]

7

NEAE

a

Number of obs

Not matched
from master
from using

Matched

2
2
o)

794

2025/7/11
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R R R ELAE N 0

e foreach v of varlist g year sic3 {
replace v"= 0 1T si1c87dd ==

-

(2 real changes made)
(2 real changes made)
(2 real changes made)

o« X sic87ddHUE O A Sy RAR ) A

g, year5sic3tWR{E N0 (4
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e 1vreg2 y (x=g) [aw=s _n], cluster(sic3)

e H O
Z N\

1, g

" HARE (RN 95), [RIEALE
“cluster(sic3d)” XUsic3(3M 84T\
AL & B B R AT b i 1R

e list si1c87dd sic3 sic?2
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WN P

in 1/3

si1c87dd sic3 sic2
2011 201 20
2011 201 20
2015 201 20

iys n (B S§),

RINZHE
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IV (25LS) estimation

Estimates efficient for homoskedasticity only
Statistics robust to heteroskedasticity and clustering on sic3

Number of clusters (sic3) = 137 Number of obs = 796
FC 1, 136) = 27.12
Prob > F = 0.0000
Total (centered) SS = 44.66656614 Centered R2 = 0.2111
Total (uncentered) SS = 44.66656614 Uncentered R2 = 0.2111
Residual SS = 35.23809809 Root MSE = .2104
Robust
Yy Coefficient std. err. z P>]z]| [95% conf. interval]
X -.5963601 .1140326 -5.23 0.000 -.8198598 -.3728603
_cons 2.31e-10 .0106666 0.00 1.000 -.0209061 .0209061
Underidentification test (Kleibergen-Paap rk LM statistic): 8.285
Chi-sq(1) P-val = 0.0040
Weak i1dentification test (Cragg-Donald Wald F statistic): 122 .362
(Kleibergen-Paap rk Wald F statistic): 39.649
Stock-Yogo weak ID test critical values: 10% maximal 1V size 16.38
15% maximal 1V size 8.96
20% maximal IV size 6.66
25% maximal IV size 5.53
Source: Stock-Yogo (2005). Reproduced by permission.
NB: Critical values are for Cragg-Donald F statistic and i.1.d. errors.
o0& Een J statistic (overidentification test of all instruments): 0.000 g7

(equation exactly identified)
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