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DiD and Event Study
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1. Basic Ideas and Model Setup

* 1.1 Origin of .the DID

%‘\
— John Snow’s C{‘{'(éj,er@:l,ypothesm
* Cholera was transéf@? Water not air (Snow 1855)
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* 1.1 Origin of .the DID
,é’a
4 v;
— Snow collected d?fzbo sehold enrollment in water supply

companies, then matcbe é@ e data with the city’s data on
the cholera death rates aﬂh%sehold level

‘f‘%
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1.1 Origin of .the DID
)
N
— In 1849, there were %f% cholera per 10,000 households at
Southwark and Vauxhal a& r Lambeth. But in 1854, there were 147
per 100,000 1n Southwark add 1, whereas Lambeth’s cholera cases
per 10,000 households fell to?b

. ‘#

‘ oa%ﬁ ’

Company name 1?42}5)' 1854
15

A 4
R

Southwark and Vauxhall 147
Lambeth 85 19




* 1.2 Modetn applications
— Card and Kryc6i(1994)

Average employment per store before and aﬁer Ew ' minimum wage Increase
PA N

Variable (1) (ii) e
1. FTE e_rnp]uyment belfﬂre._ 23.33 ?{}._4-'1 employment

all available obzervations (1.35) (0.51) rate
2. FTE employment after, 2117 2103 ) di

all available observations  (0.94) (0.52) (1 u‘??t ;g‘ft;ﬁi‘igm Nt il
3. Change in mean FTE -2.16 0.39 2.76 control state

employment (1.25) (0.54) (1.36) ( ; 5 x
Notes: Adapted from Card and Krueger (1994), Table 3. The ’ ) \::
table reports average full-time equivalent (FTE) employment at 0 ““““““““““““ treatment

tecfactaal / '''' St effect
reztaurants in Pennsyvlvania and New Jersey hefore and after a i 5 T ®
employment trend
minimum wage increase in New Jersey. The sample consists of treatment state
all stores with data on employment. Employvment at six closed | |
before after time

stores is set to zero. Employment at four temporarily closed stores

is treated as missing. Standard errors are reporied in parentheses 6
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e It can betshown that the treatment effect shown

in the above p}& “1s equivalent to the coefficient
. ) .
of the interactt ‘%%Vyeen Post and Treat in the

S

following regres si(')@é g
5
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Yi = POST; + 7£TREA1‘}(@§% x TREAT; + €
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* Assumptions

— Common trends:% changes in time trend is independent

of the treatmgﬁ}g{‘@% (or the differences by treatment

status is independefit of/the time effect).

e Two time periods,?@(?:'@%
')Q‘ 7

S
AY; = A+ T reated; + Ae; /Qo%

%%
2
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* Assumptions (cont )

— No confoundin 1es

— No spillover ef ied by STUVA)

dé\ﬂf structure for potential outcome
( ¢

— Functlonal form: A

*  Note: Comparing with the individual fixed effecz‘s eStl, dﬁg> the regressor of interest in
DiD setup varies only at a more aggregate level such a@gzm or cohort. This implies that
DiD doesn't require individual-level panel data.
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Regression DD

ﬁ—aﬂa@—l—)tdt—l—\?{?\hf cdi) + st

The link between the Iﬁjﬁ rs in regression equation and
those conditional means 1 hé model illustrated by potential
outcomes, .ﬁ:§\

a = E(Yii|s=PAt=Feb) = 7P4+@

Y = E(Yis|s = NJ,t = Feb) E(wmp?ﬂ:@? T—

A\ = E(Vie|s = PAt=Nov) — E(Vist|s = PA,t = Feb) = Avow — Ares

8 = {E(Vietls = NJ,t = Nov) — E(Yu|s = NJ,t = Feb)}

—{E(Yist|s= PA,t = Nov) — E(Y;st|]s = PA,t = Feb)}.
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(Indirect/Supportive) Test for assumption of
common trends (ﬁg%glamentally untestable)

U/ Yan, Yi and Zhang, 2021,
e /@1@4 Hospital responses to DIP
N reform, working paper
¢ 7 'S g pap

; T T . T T
2014qf1 2015q1 201641 201791
Time {‘rear-q uarter}

Treatment Group @ ———-—- Control Group
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2. Extensions

2.1 Multiple time periods or multiple groups

2.2 DiD using cgoSsssectional data

2.3 Triple differences, DD

2.4 An event study approach

2.5 One related approach:‘Syndaetic control

2.6 Another related approach:r Ba#tik Instruments



2.1 Multiple time periods or multiple groups
— No variation infgeattient across time/group
— Variation in treatment timing: Staggered DiD

— Variation in treatment intensity (multiple-
values/continuous treatment)



Staggered ,

DiD

— Huang and

Zhang
(2021, AEJ)

Figure 1: County-by-County Roll-Out of the NRPS over Time

{a) First round, November 2009

(b} Second round, July - October 2010)
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Staggered DiD

— Hu, Zhi-anetal.yShott-term Gains, Long-term Loss: Unintended Effects of

China's Land Reform on Education and Labor Market Outcomes (December 16,

2019). Availablefat SS ps://ssrn.com/abstract=3504733
Flgu@? I¢ 5 across Counties between 1978 and 1983
(a) 1978 II:I'I' 1979 {ch 1980

{d) 1951 {e) 1952 * o ?? () 1983

17


https://ssrn.com/abstract=3504733

DiD with

— Nunn and

us treatment
n (2009, QJE)
“WE
@ é% 1900
i = B In Potato Area; - I} @+ _ rBd; + Z"yclf—F Z pi I+ ey

Qi=! ) c j=1100
% A
sl _ Gdoo # 1000 _
Yie = E B; In Potato Area; - I + i& e IE + E pi B + g4

i
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* Conventienalimodel specification under multiple time

periods or multiplé%{oups
. . % )

— Static specificatt %%E

4 Vi

. Q
Yie = 96?*&)&5:: + Eit
96777
— Dynamic specification: T\%F}%%ags and leads

o
N>
Y';L = ﬁ':‘ + Sz + Z Th]. [.!!-{1:[ = h_l + Th_i_].@:é:_:’; 1 + L:.?'_!

h=—a
h#-1
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Notes onithe dynamic specification

— a>=0and b >=0a numbers of included “leads” and “lags” of the
event indicator, re!ﬁeé ‘ %
— The first lead, 1 [Kir = &,1 excluded as a normalization, while the
coetficients on the other’l@d@@resent) are interpreted as measures of
“pre-trends”. OO >/
— The coetticients on the lags are@ntﬁr ,@d as a dynamic path of causal
effects. Q

6
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* Testing co S

.

ation
5

Figure 5: Effects of the HRS on Grain Output pwit %

assumption a ua
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Notes: Data on the timing of the HRS implementation are collected from county gazettes; the
grain output data are from the Ministry of Agriculture and Rural Affairs of the People's Republic
of China. Plotted are coefficients of the HRS variable and its lagged and forwarded terms. Specifi-
cally, we estimate the following equation: Graing = Yo+ ¥ BiDTF + A, + 0, + &4, where Graing
denotes the grain output per unit area (in log) in county ¢ and vear t; D'zfs is a set of dummies
that denote the number of yvears relative to the HRS implementation in county c (e.g., the variable
DS denotes whether it is the year after the HRS, while DUE denotes whether it is the year when
the HRS was implemented). Plotted are coefficients, By, with corresponding 95 percent confidence
intervals.

In Potato Area x Year Indicators
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e
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05

Coefficients and Confident Intervals

[}
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Upper %5% CT ——s—— Puoint estimaie
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In Potato Area X Year Indicators

Upper %3% CI e POl estimate
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FIGURE IV

Flexible Estimates of the Relationship between Potato-Suitable Land and Either
Total Population or City Population Share
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* 2.2 DiD using cross-sectional data, e.g. cohort DiD

— Duflo(20014AERY~,,

A &
TaBLE 3—MEeams oF Ebuc ar}u WISE
> ~

Log{wages)
Level of program in region of birth
High Low Difference
’ (4 5 (6}
Panel A: Experiment of Interesi ¥
Aged 2 10 6 in 1974 8.49 9.76 S{r . 6.73 -0.12
(0.043) (0.037} {0L0064) (0010}
Aged 12 o 17 in 1974 8.02 0.40 g T.02 -0.15
(0.053) (0.042) {l].l]l&'l’ (0 l {0 0069) 0011y
Difference 0.47 .36 012 6{} 2 0.026
{0.070) (0.038) {(0.089) L0011 & 0096) (0.015)
Panel B: Control Experiment
Aged 12 to 17 in 1974 8.02 9.40 -1.39 D& -0.15
(0.053) {0.042) (0.06T) (0. {III ll}l.‘igj {00113
Aged 18 1o 24 in 1974 7.70 9,12 —1.42 6.92 7.08 —0.16
(0059 {0,044 (0.072) (00097} {0,0078E) 0012
Difference 0.32 0.28 0,034 0.056 0.063 00070
(0.080) {0.061) (0,058) (0,013} (0n010) {0.016)

Nores: The sample is made of the individuals who eamn a wage. Standard errors are in parentheses.

22



* Model sp of cohort DiD

— Static spec

t1or?
; T B L 0.3
(1 =c, +a;+ By + (P r)@ z P

SN

— Dynamic speciﬁcation O@

(2) S =c +ay+ By

23
* 2 (P; X dylyn

=2
O Agein 1974

23 Figure 1, COEFFICIENTS OF THE INTERACTIONS AGE IN 1974% PROGRAM INTENSITY IN THE REGION OF BIRTH IN THE
Epvcation EquaTion
+ > (C; X dy)dy+ &y
=2

23



* 2.3 Triplerdifferences

— Gruber (1994, % treatment relies on state (j), year (t),
and demograp}&&gﬁ%&(\women aged 20-40, i)

O@

(1) W, =a+B,X; +;327+,6360

+ B4 TREAT, + B5(8; X , s 4}&
4

+ Be(7, XTREAT,) 7 /

+ B,(8; X TREAT,) 06 < >

B(B TREAT) 0C‘
+ By jxf,x i)- O



TapLe 3—DDD EsTIMATES oF THE IMPacT OF STATE MaNDATES
oN HourLy Waces

Before law  After law  Time difference
Location /year change change for location

A. Treatment Individuals: Married Women, 20-40 Years Old:

o Gfuber (1 994, AER) Experimental states 1.547 1,513 -0.034

(0.012) (0.012) (0.017)
[1,400] [1,495)
/ Nonexperimental states 1.369 1.397 0.028
0.010 0.010 014
(1) W, =a+B X, +B,, + (0.010)  (0.010) (0.014)

[1,480] [1,640]

+ B, TREAT, + ,65(5 @r i&a@l difference at a point in time: 0.178 0.116

10n
\{ (0.016) (0.013)
+ B¢(r, XTREAT)) Q
f fQ @d:ﬁamnce =062
+B;(3; X TREAT,)

(0.022)
+ BS(S}- X T, % TREAT;-). 40 and Single Males 20 - 4

5 1759 1.748 —0.011
O.007  0.007) (0.010)
,@ (5.624]  [5.407]
1 1630 1.627 - 0.003
53 q N .00  (0.007) (0.010)
Q [4,950)  [4.928]

Location difference a t in time: 0.129 0.121
(0.010) (0.010)

Difference-in-difference: ={).008:
(0.014)

DD = 0.054
(0.026)

Notes: Cells contain mean log hourly wage for the group identified. Standard errors
are given in parentheses; sample sizes are given in square brackets, Years before fafter
law change, and experimental /nonexperimental states, are defined in the text. Dif-
ference-in-difference-in-difference (DD is the difference-in-difference from the 25
upper panel minus that in the lower panel.



* DDD: 2 Dis; DDDD: 4 DiDs

Table3: Effects MPS on Receipt of Private Transfers and Household Expenditures

(&8 (3) 4) (5 (6) (7 (8)
Urban hukou
VARIABLES Received private Ldg(HH Log(HH Received private  Log(Received Log(HH Log(HH
transfer & food transfer private total food
(yes=1) tr PPN exp) (yes=1) transfer) exp) exp)
Panel A: Age-eligible group (60+) ° -
Mean of Y 0.39 6.68 , 253 0.38 7.43 10.2 03
NRPSq 0.005 0.170 0. 0.012 0.175 -0.000 0.044
(0.031) (0.110) é} % (0.031) (0.157) (0.039)  (0.039)
Observations 15.833 6.098 1 5,42‘9 5.9 6"} 2,582 6.633 6,923
R-squared 0.164 0.226 0.204 1 0.362 0.275 0.310
F-statistic . . — 0.00 1.20 0.635
P-value - - - O ] 0.97 027 042
Fanel B: Age-ineligible group (45-59) 'é \>‘
Mean of Y 043 7.00 9.91 8.76 . 03 o 7.54 10.39 9.30
NRPSq 0.001 -0.001 -0.003 0.036 (Q!}S 1 ¥ -0.026 -0.012 0.009
(0.027) (0.103) (0.032) (0.05D) (00 (0.153) (0.036)  (0.039)
Observations 22,456 9.697 22,151 22,702 8,302 3,001 8.275 8.477
R-squared 0.278 0.254 0.206 0.284 0.273 0.345 0.278 0.294
F-statistic 0.04 2.20 2.25 1.60 = = = =
P-value 0.85 0.14 0.13 0.21 - - = -

Note: The data are from the CHARLS and CFPS for individuals ages 45 years and older. The covariates in the regressions in each
column include age and its square, and dummies for gender, education level, survey vear, and county. All the standard errors are
clustered at the county level,

*#% p<0.01, ** p<0.03, * p<O.1.



* 2.4 An eventstudy approach

— An event study d is a staggered adoption design where
units are treate ent times, and there may or may not
be never treated unlzs ;{io nests a difference-in-differences

design, where units a&’gﬁz@ irst treated at time to or never
treated (Sun and Abraha ,§\

k7 oA,
L

T

<

Y]r—ﬂ!+lt+ Z ,U.ED
=K
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» Dobkin et al.(2018, AER)

—2 F
(3) Vi = 7+ X + ZSHF = Zn,u-r + &4
r= r=

— Identifying.assumption: The timing of the event (hospital admission) is
uncorrelated with th::)a tcome, conditional on having a hospital

admission during ézs jﬁc%(in window and the included controls.

[

— An admission that isfpse ded\by deteriorating health, or an admission
caused by the adverse lﬁxlt %&cts of job loss would violate this
assumption. o< /};/

O )
Panel A. Out-of-pocket medical spending Q@I{B‘% part- or full-time

2,500 ) ! (% .‘2
2,000 1 . s . 0 6 q‘ ——
1,500 - . = 0] @ <, s e N
1,000 - . . : s o : -
500 - N " 0 5
0 =TT —30 -
—500 - :-"- a Pre-hospitalization mean = 2,133 _40 4 Pre-hospitalization mean = 74.1 3
3 —=2 -1 o 1 2 3 3 -2 -1 o0 1 2 3
Survey wave relative to hospitalization Survey wave relative to hospitalization
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* Standard TWEE i event study (Sun and Abraham, 2021)

y L
Yie =0 + hy + eDf, + ) " meDf, + vi
k = y £=0
— You need to exclude s? re’@ \{periods from the ‘tully dynamic’

specification to avoid multi el ty either among the relative period

r/
indicators, or with the unit arld rﬁc@ed effects.

— When there are no never treate leits' ith a panel balanced in calendar
time, we need to exclude at least tw%e period indicators.
" N

>
* One multi-collinearity comes from the relatife iddicators summing to one for every
unit . £

* The other multi-collinearity comes from the linear r@tionship between two-way fixed effects
and the relative period indicators

— Excluding relative periods close to the initial treatment is common in practice.
Normalizing relative to the period prior to treatment is the most common.

29



* 2.5 One related approach: Synthetic control
(Abadie etal. 2015, APSR)

FIGURE 2 Trends in per Capita GDP: West
Germany versus Synthetic West

Germany versus Res

FIGURE 1 Trends in per Capita éﬁ%&

Sample Germany

g |
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Synthetic control: What is new?

— Construct a.centrol

reintervention ob
P’ 10n Obgg! Vo)
different weights to diffe

?ptreated units
* DiD assigns uniform%e? fé@ft e untreated units

* Matching is usually base @OX ;,and uses post-treatment information.

up (the synthetic control) based on
(including the outcome variable), assigning

e, 7z
e
— Matching based on preintervent@g%d Y), then conduct

weighted DiD % c? 2»
%

31



* Synthetic

Cigarette consumpfi

angelsky et al., 2021, AER)

(packs/year)
F—— 1':

SDID

32



* 2.6 Another related approach: Bartik Instruments

— The Bartik insttumeént,(named after Bartik (1991)) is
formed by interactiftg l6'cakindustry shares and national
industry growth rates.

— It is always possible to construet 4“Battik instrument.



* Interpretithe Bartik instrument
— Goldsmith-Pinkhaify, Sorkin and Swift (2020, AER)

* Emphasizing th€exogeneity of exposure shares.

* The local industry shares“aguinstruments and a weight matrix
constructed from the G4ticndborowth rates.

— Borusyak, Hull and Jaravel (2021, Restud)

* Emphasizing the quasi-randdga asSignment of shocks, while
exposure shares are allowed to bé-eadogenous.

* The outcome and treatment variablesdte Hrst averaged over the level
ot shocks, using exposure shares as weights, to obtain shock-level
agoregates. The shocks then directly instrument for the aggregated
treatment.

34



* Interpret the Bartik instrument

— The implied empirigal strategy is an exposure research design,

where the indust@s%easute the differential exogenous
o

exposure to the co . \{ck (national industry growth)
Q

— With a pretreatment ]Ebgﬁ'ﬁhis empirical strategy is just

difference-in-differencess) ‘%
of the outcome. Instead, the strafd whether differential exposure
to common shocks leads to differenél cﬁ in the outcome

e We do not need to assume that* are uncorrelated with the levels

— Questions: So what is the identifiation assumption?
How to test?

35



Autor, Dorn and Hanson. (2013, AER)

— Import competition
industrial shatres, n%

r worker, weighting import change using
by local employment size.

(]

Y
apw,, 4§
e & @/ @
¢ :
— ADH worry that there are LQ@S%(@ industry shocks (e.g
4

technological changes) correlatéd; ustry-level import competition.
They purge their industry shocks étgn < specific confounders by
measuring Chinese import growth OLgséle of fthe US.

%

36



To interprepitheBartik instrument as a DiD design, consider a
case with only one og?vo “industries” and two time periods.
73
2,7
— The research question’bec “whether locations with high shares of a

particular industry experie& QGitgerential changes in outcomes following
shocks whose effect depenc@&net )ﬁize of that industry.”

7
s %
%
%
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3. Heterogeneity

* 3.1 Interprétation and problems of the
TWEFE estimatoxrs

— 3.1.1 Variationisin tfeatment timing
* 3.1.1.1 Static model
* 3.1.1.2 Dynamic model

— 3.1.2 Variations in treatMemntintensity

* Leve effects or slope effects

e 3.2 Some new estimators



3.1.1 Variations in treatment timing

e 3.1.1.1 TWFE in static models

* Goodman-Bacon( 43\
— The TWFEDD is a w é%%verage of all possible 2x2 DD

estimators that compare @n{g ups to each other.
* Some use units treated at a p?@c a%as the treatment group and

untreated units as the control group. /

* Some compare units treated at two di ﬁ imes, using the later-treated
group as a control before its treatment begin§and then the earlier-treated
group as a control after its treatment be 6

39



Forbidden comparisons and the “negative weights”

problem. ,é%\
“3
2,3
. . s
— Negative weights arisc hen average treatment etfects vary
over time (1.e. heteroge%ﬁ@;&tment effects across time).
Q %
‘c .

— When already-treated units a@éas@?trols, changes in

their outcomes are subtracted and@)e changes may include
time-varying treatment etfects.



, three groups.

e Three ti )

:- “

30

nits of y
20
1

18]

1o
1

PREE L MR |, POST




Four simpl
2x2 DiDs

rly Group vs. Untreated Group

B. Late Group vs. Untreated Group

30

Units of
20

M

PosT)
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AATT

— A weighted sum of t hange in treatment effects within each timing

group’s before an% ter treatment time
AATT = f% %ﬂm ATT, (MID (k, £))]
k£l £= J-: é\

When use already-treatec? Z}@ as controls, the 2x2 DD

subtract average changes in therpc ‘@ d outcomes and their
treatment effects.

0 O .
')
AATTis the source of the negative weights discussed in de
Chaisemartin and D’Haultfoeuille(2020).

43



o AATTequals 7610.1f average treatment effects are constant.

Units that are trea ﬂ%{lout the sample can only ever act

as controls (they enter decomposition theorem exactly

like never-treated umts) treatrnent effects are
changing during the sample ?gl ey will also contribute to
AATT. Yo /

— 2x2 DDs in which always-treated unlgs‘é ‘Eﬁi?ntrol group use all time
periods, so they get higher weight. If thelﬁtéE ent effects are changing
they can substantially bias TWFEDD away‘trom VWATT.

44



* Diagnosis

— Conduct the

a STA

ition suggested by Goodman—Bacon(ZOZl), using
, bacondecom

3 I)ﬂ Treatment vs. Earlier Group Control

= ht = 0,26; DD = 3.51
8 %
Ao
N N

-Reform States
D =.5.33

Estimare = -3.08

%2 DI Estimate
1]
L
x

(8]
£ "\\
b Treamwn Slates

: Wei
SRR gh
" Earlier Group Treatment vs, Later Gmu;Q l
= a Weight =0.11; DD =-0.19
2
] 02 4 A5 AE |
Weight

Fig. 6. Difference-in-differences decomposition for unilateral divorce and female suicide. Motes: The figure plots each 2x2 DD components from the
decomposition theorem against their weight for the wnilateral divorce analysis. The open drdes are terms in which one timing group acts as the
treatment group and the pre-1964 reform states act as the control group. The closed triangles are terms in which one timing group acts as the
treatment group and the non-reform states act as the control group. The x's are the timing-onky terms. The figure notes the average DD estimate
and total weight on each type of comparison. The two-way fixed effects estimate, —3.08, equals the average of the y-axis values weighted by their

x-axis value.
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Stata package

Syntax
bacondecomp outcotne treatment

bacondecomp asmts pos {

P P e’ d& Example: Stevenson and Wolfers' (2000)
Calculating treatment times...

Calculating weights... Q

Estimating 2x2 diff-in-diff regressions... O

Diff-in-diff estimate: -3.080

o A Y
o o
DD Comparison Weight Avg DD Est
Earlier T vs. Later C 0.111 -0.187 ‘ ‘ ! ‘
. . . 0.04 ~ 0.06 0.08 0.10

Later T vs. Earlier C 0.265 3.512 Weight

% Earlier Group Treatment vs. Later Group Control
T vs. Never treated 0.240 -5.331 x Later Group Treatment vs. Earlier Group Control
T vs. Already treated 0.384 -7.044 A Treatment vs. Never Treated

O Treatment vs. Already Treated

T = Treatment; C = Control
46



* 3.1.1.2 TWEE in dynamic models

e Sun and Abrahdm

Yie = a,—l—l;@@& Ei = £} + vig

— Units can be categomﬁe ?p@ ifferent cohorts based on their
initial treatment t1rn1ng 4}

— Conclusions 6

* The coetficients on a given lead or 1a§§#) an be expressed as a
linear combination of cohort-specifiC effects from both its own
relative period and other relative periods.

* The terms that include treatment effects from other relative periods
will not cancel out with heterogeneous treatment effects and will

contaminate the estimate of .
47



* The coefficieats.on a given lead or lag (u:) can be
expressed as a lined¢. combination of cohort-specitic

effects from bothits-own relative period and other
relative periods.

— Using estimates of treatpentileads in a dynamic model as a
way of testing for parallel pretréads 1s problematic.

— The estimate of . 1s affected Byboth pretrends and
treatment etfects heterogeneity.



Sun and Araham (2021) define the cohort-specific average
treatment effect on e treated (CATT) /periods from initial

treatment, ‘b ./,
CATT, ‘Ie ﬁﬁ\

The cohort is defined by% t@?at which the cohort was
initially treated, e.
The authors consider a TWFE 14:93%

Vig — 45 +fr—|—z,ugl{r E; Eg}i—b ?}
%

+E|E — ¢]

t—Eegl=) 1{t—E=¢=) D D, = 1{t—Ei = £)
fep feg
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Static specification,

Yie = ai +-“*EZDH+UH
\ £=0
The more convent ‘f‘@ el specification (dynamic

specification) of event/stu /’g
Yo &
Yie=m 4+ Z?éb ”+Uir
E_

f—K

— Exclude relative period: {-T, .. KQ@ l’%v}

Sometimes researchers bin or trim 1stqn@1atlve periods,
instead of excluding them,

Yie=a+Xi+B- ) D, + Z“fﬂir+2“fﬂrr+]” 3 Df+ v

fz—K f=—K =L
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With the parallel trends assumption,

pe =Y Y wf CATT +(jgis§ Y W (AT + Y ) f (CATT. ¢

feg e %,—f; Peg®d e
Since 17{ %

\

E[Yiere — YiplEil —EIY;Z, — :g '*’.HEIE] ElYy —Yio

Without anticipatory behav?o eatment CATTexo 1s zero,
and thus,

IR
pe= Y Y o AT+ » Y mef(% > of  CATT, 4

Feg f'=0 € giggeg eg’ i'>0 € tegemf-?-ﬂ £
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With homogenéous treatment effect assumption,

1y =AThe- Z w, ATTy
P gl
The constant ATT/ s froni gther relative periods cancel out
because of their weights d1© s@mmed to zero.

Even under the homogeneou§'treatngent effect assumption, the
coefficient w can still be contamitatedBy treatment effects from
the excluded periods.

— This contamination can be avoided by adjuSting the specification to only
exclude periods with zero treatment effect.



e Intuition.behind the contamination

— In an event study, where individuals receive the treatment at
different times,4he“panel can never be balanced in both
calendar time and tim€ relative to the initial treatment.

— The relative time indieatorséire correlated even after

controlling for unit and“metited effects in a TWFE
regression.

— Consider a true model with somefiissing regressors, Dr

* The omitted variable bias formula fmpliesithat there will be a bias
equals the interaction between the coctficients on the missing

regressors (ATT/) and the estimate (the weight) from an auxiliary
regression .



3.1.2 Variations in treatment intensity

* Callaway, Goodman-Bacon and Sant’Anna (NBER WP32117,
2024)

* Many DiD applicatiofiy studfptreatments that do not simply turn “on”,
they have a “dose” or opegate@vith varying intensity.

* Two types of causal effects arise m,aheii~binary DiD setting:

— The level effect: the treatment eft€gct ofZ2dose” d, which equals the
difference between a unit's potential dutcotacinder treatment d and its
untreated potential outcome.

— The slope effect: the causal response to an incremental change in the “dose”
at d.



age Treatment Effects on the Treated, Two Doses

b,
) ATT(@Ib) = E[%(d) - %(O)]D = b]
ATT{(b|b) e

d) i
O (, %f* !
ATalpy, [ ! O )9' ATT (1) = E[¥(d) - Y(O)|D = ]
PO e S—— - T

| A

ATT(ala) R @,
: % 9%

5 i 09 -

Notes: The figure plots ATT(d|a) (the average effect of experiencing dose d among units that actually experienced

dose a) and ATT(db) (the average effect of experiencing dose d among units that actually experienced dose b).



3.2 Some new estimators

* 3.2.1 Estimating only instantaneous
treatment effects

* 3.2.2 Estimating weighted treatment effect
based on some “building blocks”

— Group-time ATT
— Cohort-specific ATT

* 3.2.3 Two-stage estimatorsimputation
estimators



3.2.1 Estimating only instantaneous treatment
effects

* de Chaisemartin and D’Haultfoeuille (2020)

— Focus on the AT all switching cells, the leavers or
joiners. Y 43\
— Defining the averagfé}i é%&nent effect (ATE) for switching

cells, oo'%

e P,
il R
T Elm {r'.g.:}:rf_-fz.zﬂf_,;—;ﬂg_.- E[th'f( % E%

’O/)'



3.2.2 Estimating weighted treatment effect
based on some “building blocks”

* Callaway and Sant’Anna (2021)

— Group-time specific treatment effect

* Sun and Abrahan#z(202})

— Cobhort-specific tredggmeéptgffect

* Basically, these estimatorSssepatate the DiD estimation
into two steps:

— Identification of disaggregated ¢dusalgtfects, 1.e., the building
blocks.

— Aggregating (some of) these disaggregated causal effects to
form summary measures of the causal effects.



3.2.3 Two-stage estimators/imputation
estimators

* Borusyakyjaravel and Spiess (2022, CEPR Discussion
Paper No. DP17247)

— Estimate unit—speciﬁc treatment effect.

* Use untreated obscfvati6nsito parametrically identify the unit and
period fixed effects, thépimpute the untreated potential outcomes of
each treated observation.

— Aggregate unit-specific treatment effects with some
reasonable weights to obtain thefstififation target.



Event study estimators in a simulated panel (300 units, 15 periods)
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RDD

1. Designsiand Parametets
— Canonical RD $€ttings
— Multidimensionig, RP designs
— Related designs
2. Estimation and inference
— Local polynomial regressiompmethods

— Experiments methods

3. Validation and falsification



1. Designs and Parameters

* Canonical R settings
— Sharp RD @//%
— Fuzzy RD 4 43\5\
- . b
* Multidimensional ‘Mog&;ggns
— Multi-cutoff, multi-séec; géographic, multiple-
treatment, time-varying desigas
* Related designs % %2}
o g

— Kink, bunching, before-after, tﬁ)reshold regression
designs



1.1 Canonical RD Settings

* RD design

— All the units 1 theystudy are assigned a value of the score
(also called a rupningivariable or index), and the treatment 1s
assigned only to"gnitsmwhose score value exceeds a known

cutoff (also called threshold)

— The probability of treatthéntasstonment changes from zero
to one at the cutoff

— The most important threat

* The possibility that units might be able to strategically and precisely

change their score to be assigned to their preferred treatment
condition (Lee 2008, McCrary 2008)



* RD design
— To study cauSéIgg‘dD treatment effects, the score,

cutoff, and tredtmentassignment rule must exist ex-
ante and be well Qﬁotéf:@
% %

e %
— The treatment assignme@r’%@s known and
Cpicit
% 9

verifiable
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Sharp Designs

— The treatment assfehed and

the treatment r!@yﬁf@
Sk

coincide for all units. S
(pertect compliance E)?OQ&
focus on I'TT) ')Q

A

{
— Continuity-based

framework (Hahn et al.,
2001)

Outco

.#,—f"" Cutoff
I

c
Score X
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* Sharp Designs

— The treatment assfehed and

the treatment ré@yﬁf@ &\
PN

coincide for all units.

(pertect compliance E)?OQ&

focus on I'TT) O@

— Local randomization
framework (Lee, 2008; Lee
& Lemieux, 2010)

Outco

Y]

c—w C ct+w
Score X

Y
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Fuzzy Designs

b,
— The treatment ﬁ@ and the treatment received
do not coincide fo%@&;;,t some units (imperfect

compliance) @ _‘&5\

— Fuzzy RD is IV (Angrist ancbzi%> hke, 2009)
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1.2 Multidimensional Designs

* Multi-score RD design

— Two or more séorés assigning units to a range of
different treatmefit,cenditions

— The score 1s multidimensionalzbut the treatment 1s
still binary

* Geographic RD design: the RI), score 1s two

dimensional to reflect each unit’s position in space, usually

latitude and longitude (Dell, 2010)



. Dell.M. 2010."The ,é&&\
persistent effects ofz., ¥ 43\
Peru’s mining mita. "4, -
Econometrica K7

78(6):1863-903

F1GURE 1.—The mita boundary is in black and the study boundary in light gray. Districts falling
inside the contiguous area formed by the mita boundary contributed to the mita. Elevation is
shown in the background.
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Multi-cutoff RD design

— Different units 1, thé'study receive the treatment
according to differént’efitoft values along a
untvariate score

* We can normalize and podl theZdata along the treatment
assignment boundary curve é¢ themultiple cutoff values

to consider a single, pooled RD"tpeatment effect (Cattaneo
MD, Idrobo N, Titiunik R. 2022a)



 Multi-valuéd/continuous treatment

— RD causal'effeétsican be identified based on changes
in the probability distribution of the continuous
treatment at the cutoff fDong et al. 2021)

* Time-varying designs

— Ditference-in-discontinuities dgston (Grembi et al.,
2010)

fpp = (Y~ — YY) — (¥~ - )



* RD designs have high internal validity but low external
validity
— In the absence 6f additional assumptions, it 1s not possible to

learn about treatmént'effects away from the cutoff

* Dong & Lewbel (2019),affd @Gerulli et al. (2017) study local

extrapolation methods vaa,detwatiyes of the RD average treatment
effect

* Angrist & Rokkanen (2015) efiploy'pfe-intervention covariates
under a conditional ignorability cohdition

* Rokkanen (2015) relies on multiple‘measures of the score, which
are assumed to capture a common latefif factor

* Bertanha & Imbens (2020) exploit variation in treatment
assignment generated by imperfect compliance



1.3 Related Designs

* Regression Kink'Desighn (Card et al.,
2015, 2017) N
e

Q\‘{ Figure 1a: Ul Benefits in 2004
— The assignment rule that li %\ 21
treatment and the score 1s ass d e& 1

change slope at a known cutoff peigt /oé{ > 1
IR
l@p
outcome will be continuous at all values Q Vs
|

of the score, but its slope will be ‘g‘
]
discontinuous at the cutoff point

— 'The regression function of the obser{ze

|
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|
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— Differences of first derivatives of
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e
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regression functions at the cutoff, or 0 “0500" 20000 30000 40000 50000
1 . Base Year Earnings in Euro
ratios thereof—are referred to as kink
RD designs



Bunching and density

discontinuities (Klevesi 201@2

a Budget set diagram
A

Typen'+An
Typen™ (marginal buncher)

Jales & Yu 2017)

— The objects of interest are

%

related to discontinuities and to
other sharp changes in
probability density functions

Identification (as well as
estimation and inference)
requires additional parametric
modeling assumptions that are
invoked for extrapolation
purposes

v,
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4
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b Density distribution diagram
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* RD designsdn efore-and-after analysis/event studies

Figure C1: Regression

=
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2. Estimation and Inference

* Visualization afid its limitations
— Global polynomial fit'for ta:e outcome

on the score (Gelman s, 2019)
— Local sample means of o@e /
computed in small bins of e s Q w gy
variable K7 Q@ L
O, T xy e
e g o
— Changing the specification of RD ¢ -

plots while keeping the underlying 05
model constant leads participants to f
draw different conclusions (Korting

et al., 2021)

_[< ‘0_. -0.2 -0.1 1] 01 02 0.3 4 0.3
Fi’g@hm{- of Vate in Next Election, Bandwidth of 0.02 (50 bins)
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* Local polynomial methods

— The standatrd approach for estimation and inference in the RD
design under‘contiffdity conditions (Calonico et al., 2014)

— Local polynomial“dgalysis  for RD designs is implemented by fitting
Yi on a low-order (D)fpolyromial expansion of Xi, separately for
treated and control observatioas, and in each case using only
observations near the cutdff fagher than all available observations,
as determined by the choice/ef dKernel function(£) or weighting
scheme and a bandwidth parametcri(s)

— Choice of bandwidth (b) is critical fér RD estimation (Imbens
& Kalyanaraman, 2012; Cattaneo & Vazquez-Bare, 2016;
Calonico et al., 2014, 2020)



] methods: Estimation

Y

/
B —argﬂingﬂ(x f:c) §\@—E) b(Xi—cf == byXi—of) K ( )
i é/f o
ﬁ+—3:ﬂgn;;n§ﬂ?ﬂ3’f)(1’ bo — E’f(?@ % —e b - E)P)hK( Esf)
@
7

Isnn{ﬁ}—ﬂw—ﬁ 0 ’)

* Local p




* Local polynomial methods: Inference

%
— The usual conﬂ%ﬂ%terval

1'15—[?:5?@115@;? 96 - v ]
%%

— Robust bias-corrected conf&k Jnterval
Inpc = [(Tsm{busr} B + 190 VLW

— where B denotes the estimated blas correction and W
denotes the adjustment in the standard errors.
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e [.ocal randomization methods: Estimation

— Chose a window 3 awvhere the local randomization is assumed
to hold

* Itis analogous to the bafitdwidth selection step in the continuity
framework

* Cattaneo et al. (2015) recofamend o select the window based on pre-
treatment covarlates or placebd oufedbmes known to be unaffected by
the treatment

— Estimate the average etfects as the simple difference-in-
means for observations inside W

=y B
Fy — 1y

Tsir = by — 1y and TFLR = P
W . w



l.ocal randomization methods: Inference

— Assuming the observations in the study are the
population of Antetest, not as a random sample from a
larger populatioft,, The?enly randomness stems from the
random assignment of Ahe treatment

* Use the permutatiomeéthd to obtain p-value and
confidence interval (Abadigjet al. 2020)

— Assuming the superpopulatidbm exist; the observations in
the study are seen as a random‘sample taken from a
larger population

* Use methods based on normal distribution assumption and
large-sample approximation



e Discrete score variable

— A score withdiscrete support implies that multiple units will
share the same yalagiof Xi, leading to repeated values, or
mass points, in the data

— With discrete scoreSridenfification and estimation of
continuity-based RD freatmient effects would necessarily
require extrapolation outidé the, support of the score

— A key consideration for RDanalgsis with discrete scores is
the number of distinct values"M 1f¥ithe support of the
running variable

— Dong (2015) and Barreca et al. (2016) investigate the
phenomenon of heaping, which occurs when the score
variable is rounded so that units that initially had different
score values appear in the data set as having the same value



3. Validation and Falsification

Analysis of pre-<intervention covariates and placebo outcomes

2
Density continuitylfc‘%‘%mry, 2008) to detect endogenous
S

sorting around the cutéff
o, x
% 7

&
Cattaneo et al. (2017) propos@a(b{? ial test for counts near the
cutoff as an additional manipula@agl @7

— Unlike the continuity-based density test;,the binémial test can be used
when the score is continuous or discrete, afd it does not rely on
asymptotic approximations



* Placebo Cutoffs'and Continuity of Regression Functions

— Researchers choose a grid of artificial cutoff values and repeat

estimation and inféténee of the RD effect on the outcome of
interest at each affificial.¢utofft value

e Donut Hole

— Reimplementing estimatiodandAnference for the RD treatment
effect with different subsets 0f @Bsetvations, as determined either

by excluding the observations closest@d’the cutoff or by varying
the bandwidth used for estimationr @nd<intecence

* The intuition is that if there is endogenus s6rting of units across the
cutoff, such sorting might occur only amofig units whose scores are very

close to the cutoff, and thus when those observations are excluded the
RD treatment effect may change



Bandwidth, Sensitivity

— Reestimate thé RDytreatment effect for bandwidths (or
neighborhood lengths) that are smaller or larger than the one
originally chosefl

— In the continuity-baseddratiiework, if the original bandwidth
is MSE optimal, considefthg mdeh larger bandwidths is not
advisable due to the implied' misspecification bias

— In the local randomization framewerkj €onsidering larger
neighborhoods may not be justifiable’ if important covariates
become imbalanced; in this case, the approach will be
uninformative



* Future dévelopment
— External validity: "f‘ \thrapolate RD treatment effects
— Experimental deslgn@data collection in RD settings

— Incorporate modern»}ég ensional and machine learmng

methods in RD settmgpo /?'
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