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Motivation

Survey data frequently suffer from bias for many reasons
I Non-random non-response

I Non-random attrition

I Non-random solicitation of respondents

Survey statisticians recommend using survey weights to improve
quality of estimation when selection on observables & if “sufficient”
auxiliary data available

Auxiliary data available from a large sample or population
I Data that come from out of sample to calibrate with are known as

Auxiliary data
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Motivation

Reintroducing: An easy to use GMM method of weighted regression
analysis using auxiliary data by Imbens & Lancaster, and Hellerstein
and Imbens

I Developing Stata program
I Easy to implement in Stata

This method can be used for wide variety of estimators (any GMM
estimators)

I We implement OLS/Logit/Probit
I In this presentation, focus only on Logit

Simulation to compare the proposed method to:
I Unweighted model
I Weighted model with weights generated by iterative proportional fitting

(IPF) raking, using command ipfraking.ado presented in a 2014 Stata
Journal article by Kolenikov, S.
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The Method

Imbens and Lancaster (1994) “Combining Micro and Macro Data in
Microeconometric Models” Review of Economic Studies

Hellerstein and Imbens (hereafter H&I) (1999) “Moment
Restrictions From Auxiliary Data by Weighting” Review of Economics
and Statistics

H&I use moment restrictions from auxiliary/population data to
(implicitly) re-weight survey data

I Generally requires uncentered first, second and cross moments
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The Method

Auxiliary data are assumed to represent the population

H&I differs from conventional (e.g., raking) methods because
I Conventional methods create general purpose weights

I H&I simultaneously estimates coefficients of the model of interest, and
generates model-specific weights by matching sample moments to
population moments

I However, H&I can also be used in generating general purpose weights
when model is not specified

Can be extended to virtually any GMM model

Suitable for auxiliary data on continuous and discrete variables
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The Method

Moment restrictions

E ρ(y , x , β, λ) = E

[
ρ1(y , x , β, λ)
ρ2(y , x , λ)

]
= E

[
x f (β′x)

1+eλ
′h(y, x)

hm(y , x)

1+eλ
′h(y, x)

]
= 0

ρ1 : weighted score functions from log-likelihood for Logit/Probit
model (or weighted normal equations for OLS)

ρ2 : weighted distance of individual observation for each weighting
variable from the respective auxiliary/population moment

GMM chooses -simultaneously-

β: the coefficients of the model of interest to minimize its weighted
criterion function

AND
λ : to make the weighted moments in the sample as close to that (those)

in the population as possible
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The Method

In: E

[
x f (β′x)

1+eλ
′h(y, x)

hm(y , x)

1+eλ
′h(y, x)

]
= 0

hm(y , x): deviates the survey variables from their respective auxiliary/population
moments

I E [weighted hm(y , x)] = 0

For example, age, female, and age*female are weighting variables

then,

hAge = Agei − Agepop; i = 1....n

hfemale = femalei − femalepop ; i = 1....n

and
hfemale∗age = female ∗ agei − female ∗ agepop ; i = 1....n
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Overview of Results

H&I improves precision of estimates in small simple random samples

With sufficient auxiliary data on x and y , H&I performs better in a
setting with biased sampling based on observables than unweighted
regression and ipfraking

I Largely comes from variance reduction and sometimes moderately from
bias reduction

With insufficient auxiliary data on x and particularly, no auxiliary data
on y leads the unweighted method performing better than H&I and
ipfraking
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Simulation Strategy

Computer generated population
I Logistic distribution
I Five regressors: three are continuous (x) and two are discrete (d)
I Size: 100, 050
I Correlation among regressors:

Variables Name x1 x2 x3 d1 d2
x1 1
x2 0.50 1
x3 0 0.20 1
d1 0.48 0.32 0.28 1
d2 0 0.43 0 0 1
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Simulation Strategy

Computer generated population
I y is generated with pr(y = 1) = 0.5

I The Logit probability: pr(y = 1) = exp(β′x)
1+exp(β′x)

I β′x = 2 + 5x1 − 2x2 + 3x3 + d1 − 7d2

Sample
I n = 200, 500 and 2500
I Selection on x(s) and/or y variables (selection on y sometime called

“choice based sampling” or “endogenous sampling”) and simple
random sample

I Selection on y can happen in a sample of 500 observations if we draw
300 observations with y = 0 and 200 observations with y = 1

Iterations: 1000
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Simulation Strategy

Various models based on auxiliary data used
Moments used

Models x & y Only x comments

1 First

2 First & Second
Theoretical world, assuming
moments are available from

auxiliary data on each variable
3 First, Second & Cross
4 First & Cross

5
Same as model-3 but no

moments on x2 & d2

6
Same as model-4 but no

moments on x2 & d2

7
First,

Second &
Cross

More practical world, assuming
moments may not be available on

each variable

8
First &
Cross

9

Same as model-3 but
without first moment on
d2, cross moment on x1d1
and second moment on x3
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Simulation Results (sample only on y)

Results from 200 observations are not presented

Size 500 & 2500

60% observations with y = 0 and 40% with y = 1

All statistics presented under various models unless otherwise
mentioned are ratios of mean squared errors (MSE)

If any ratio is less than one, e.g., 0.31, it means the MSE of the
method in the numerator is only 31% of that of the denominator

In subsequent tables, if any ratio is marked as ‘Black,” it is better
compared to the benchmark method, & if it is “Red,” it is worse
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Simulation Results (sample only on y)

Model-3 (first, second and cross moments of x, d and y)

H&I/Unweighted ipf/Unweighted H&I/ipf H&I/Unweighted ipf/Unweighted H&I/ipf

n=500 n=2500

const 0.31 0.48 0.65 0.06 0.10 0.64
x1 0.81 1.08 0.75 0.72 0.92 0.78
x2 0.69 1.00 0.69 0.63 0.92 0.69
x3 0.63 0.93 0.68 0.51 0.83 0.62
d1 0.41 0.57 0.72 0.39 0.52 0.75
d2 0.69 0.91 0.76 0.60 0.73 0.82

Model-5 (first, second and cross moments of all but x2, d2)

H&I/Unweighted ipf/Unweighted H&I/ipf H&I/Unweighted ipf/Unweighted H&I/ipf

n=500 n=2500

const 0.59 0.60 0.99 0.12 0.13 0.96
x1 1.02 1.05 0.97 0.97 1.01 0.96
x2 1.05 1.04 1.01 1.02 1.03 1.00
x3 0.93 0.96 0.96 0.82 0.91 0.90
d1 0.79 0.83 0.95 0.81 0.82 0.99
d2 1.07 1.06 1.01 1.04 1.04 1.00
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Simulation Results (sample only on y)

Model-9 (Have some moments on each variable, but not all of them)

H&I/Unweighted ipf/Unweighted H&I/ipf H&I/Unweighted ipf/Unweighted H&I/ipf

n=500 n=2500

const 0.59 0.50 1.19 0.12 0.10 1.17
x1 0.93 1.10 0.84 0.78 0.93 0.84
x2 0.76 1.02 0.75 0.67 0.91 0.73
x3 0.82 0.95 0.87 0.62 0.83 0.75
d1 0.55 0.57 0.97 0.56 0.58 0.97
d2 0.83 0.88 0.94 0.76 0.74 1.02
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Simulation Results (Sample on x3 and d1)

Size 500 & 2500

Four strata based on values of x3, and d1

d1 = 0 d1 = 1

x3 < x̄3 Oversampling (by 56%) Under-sampling (by 36%)
x3 ≥ x̄3 Under-sampling (by 36%) Oversampling (by 56%)
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Simulation Results (Sample on x3 and d1)

Model-3 (first, second and cross moments of x, d and y)

H&I/Unweighted ipf/Unweighted H&I/ipf H&I/Unweighted ipf/Unweighted H&I/ipf

n=500 n=2500

const 0.56 0.89 0.63 0.45 0.68 0.66
x1 0.86 1.18 0.72 0.75 1.06 0.71
x2 0.73 1.12 0.65 0.68 1.10 0.62
x3 0.70 0.99 0.71 0.64 0.91 0.71
d1 0.42 0.61 0.68 0.43 0.65 0.66
d2 0.69 0.96 0.73 0.62 0.82 0.75

Model-5 (first, second and cross moments of all but x2, d2)

H&I/Unweighted ipf/Unweighted H&I/ipf H&I/Unweighted ipf/Unweighted H&I/ipf

n=500 n=2500

const 1.00 1.05 0.95 0.91 0.98 0.93
x1 1.06 1.14 0.93 1.02 1.13 0.90
x2 1.08 1.16 0.93 1.06 1.16 0.91
x3 0.91 0.99 0.91 0.86 0.97 0.88
d1 0.88 0.97 0.92 0.90 1.00 0.90
d2 1.11 1.15 0.96 1.10 1.17 0.94
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Simulation Results (Sample on x3 and d1)

Model-9 (Have some moments on each variable, but but not all of
them)

H&I/Unweighted ipf/Unweighted H&I/ipf H&I/Unweighted ipf/Unweighted H&I/ipf

n=500 n=2500

const 1.06 0.92 1.15 0.92 0.70 1.32
x1 0.96 1.21 0.79 0.90 1.07 0.85
x2 0.76 1.19 0.64 0.73 1.10 0.67
x3 0.89 1.09 0.82 0.77 0.91 0.85
d1 0.66 0.71 0.94 0.65 0.69 0.93
d2 0.95 1.02 0.93 0.86 0.83 1.05

In simple random samples, H&I also performs better
I Improvement entirely comes from reduced variance

Islam, Sweetman svywt Stata 2021 18 / 29



The Stata Program

Syntax
I Suggestions for program name or further options appreciated
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Example with Real Data

Stata’s sample NHANES-II data
I NHANES-II - no StatCan data because of RDC access limitations

Toy/illustrative model

Two different sets of auxiliary data:
1 Implied moments based on NHANES-II weights

2 Moments (count totals) used by Kolenikov, S. in a 2014 Stata Journal
article illustrating ipfraking from projected 2011 Census data

2011 Census data is a completely different set of auxiliary data than
from which NHANES-II data are sampled
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Comparison of estimates using NHANES-II (implicit) auxiliary data

Unweighted NHANES weighted NHANES weighted ipf NHANES weighted H&I
Coef S.E. Coef S.E. Coef S.E. Coef S.E.

age20 39 -0.34 0.10 -0.35 0.12 -0.35 0.12 -0.33 0.10
age40 59 0.17 0.11 0.15 0.12 0.15 0.12 0.17 0.11
female 0.49 0.09 0.46 0.10 0.46 0.10 0.48 0.09
black 0.26 0.13 0.29 0.16 0.29 0.16 0.29 0.15
age20 39#female -0.28 0.13 -0.31 0.15 -0.31 0.15 -0.29 0.14
age40 59#female -0.19 0.14 -0.20 0.15 -0.20 0.15 -0.19 0.14
black#female 0.67 0.17 0.66 0.20 0.66 0.20 0.68 0.18
cons -1.90 0.07 -1.91 0.08 -1.91 0.08 -1.91 0.07

Islam, Sweetman svywt Stata 2021 25 / 29



Comparison using 2011 census moments same as Kolenikov, S. (2014)

Unweighted NHANES weighs 2011 moments ipf 2011 moments H&I

Coef S.E. Coef S.E. Coef S.E. Coef S.E.
age20 39 -0.34 0.10 -0.35 0.12 -0.26 0.13 -0.11 0.12
age40 59 0.17 0.11 0.15 0.12 0.22 0.13 0.38 0.12
female 0.49 0.09 0.46 0.10 0.49 0.11 0.57 0.11
black 0.26 0.13 0.29 0.16 0.38 0.17 0.32 0.15
age20 39#female -0.28 0.13 -0.31 0.15 -0.41 0.17 -0.43 0.16
age40 59#female -0.19 0.14 -0.20 0.15 -0.23 0.17 -0.31 0.15
black#female 0.67 0.17 0.66 0.20 0.65 0.21 0.71 0.19
cons -1.90 0.07 -1.91 0.08 -1.99 0.08 -2.10 0.08

Comparison of weights from different auxiliary data

Mean Std. Dev. Min Max
NHANES (implicit) moments

NHANES 11318 7304 2000 79634
ipfraking 11318 7305 2000 79806
H&I 11318 4623 3693 18800

2011 Census moments

ipfraking 22055 19227 4050 338675
H&I 22055 17561 5679 100453
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Conclusions

H&I performs very well if appropriate moments are provided in the
restrictions

Can perform worse than unweighted without appropriate moment
restrictions, which is also true of ipfraking (or weighting in general)

The command we develop is very easy to use
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Thanks You
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