Syntax

```
mvreg depvars = indepvars [if] [in] [weight] [, options]
```

**Syntax**

mvreg fits multivariate regression models.

**Options**

**Model**

- `noconstant` suppresses the constant term (intercept) in the model.

**Reporting**

- `level(#)` set confidence level; default is `level(95)`
- `corr` report correlation matrix
- `display_options` control column formats, row spacing, line width, display of omitted variables and base and empty cells, and factor-variable labeling
- `noheader` suppress header table from above coefficient table
- `notable` suppress coefficient table
- `coeflegend` display legend instead of statistics

**Remarks and examples**

See [U] 11.1.6 weight.

noheader, notable, and coeflegend do not appear in the dialog box.

See [U] 20 Estimation and postestimation commands for more capabilities of estimation commands.

**Also see**

[MVREG] multivariate regression
Multivariate regression differs from multiple regression in that several dependent variables are jointly regressed on the same independent variables. Multivariate regression is related to Zellner’s seemingly unrelated regression (see [R] sureg), but because the same set of independent variables is used for each dependent variable, the syntax is simpler, and the calculations are faster.

The individual coefficients and standard errors produced by *mvreg* are identical to those that would be produced by *regress* estimating each equation separately. The difference is that *mvreg*, being a joint estimator, also estimates the between-equation covariances, so you can test coefficients across equations and, in fact, the *test* syntax makes such tests more convenient.

### Example 1

Using the automobile data, we fit a multivariate regression for space variables (*headroom*, *trunk*, and *turn*) in terms of a set of other variables, including three performance variables (*displacement*, *gear_ratio*, and *mpg*):
We should have specified the `corr` option so that we would also see the correlations between the residuals of the equations. We can correct our omission because `mvreg`—like all estimation commands—typed without arguments redisplays results. The `noheader` and `notable` (read “no-table”) options suppress redisplaying the output we have already seen:

```
. mvreg, notable noheader corr
Correlation matrix of residuals:

          headroom    trunk    turn
headroom   1.0000      .        .
trunk      .4986      1.0000    .
turn      -.1090     -.0628    1.0000

Breusch-Pagan test of independence: chi2(3) = 19.566, Pr = 0.0002
```

The Breusch–Pagan test is significant, so the residuals of these three space variables are not independent of each other.

The three performance variables among our independent variables are `mpg`, `displacement`, and `gear_ratio`. We can jointly test the significance of these three variables in all the equations by typing:
These three variables are not, as a group, significant. We might have suspected this from their individual significance in the individual regressions, but this multivariate test provides an overall assessment with one p-value.

We can also perform a test for the joint significance of all three equations:

```
. test [headroom]
(output omitted)
. test [trunk], accum
(output omitted)
. test [turn], accum
( 1) [headroom]price = 0
( 2) [headroom]mpg = 0
( 3) [headroom]displacement = 0
( 4) [headroom]gear_ratio = 0
( 5) [headroom]length = 0
( 6) [headroom]weight = 0
( 7) [trunk]price = 0
( 8) [trunk]mpg = 0
( 9) [trunk]displacement = 0
(10) [trunk]gear_ratio = 0
(11) [trunk]length = 0
(12) [trunk]weight = 0
(13) [turn]price = 0
(14) [turn]mpg = 0
(15) [turn]displacement = 0
(16) [turn]gear_ratio = 0
(17) [turn]length = 0
(18) [turn]weight = 0
F( 18, 67) = 19.34
Prob > F = 0.0000
```

The set of variables as a whole is strongly significant. We might have suspected this, too, from the individual equations.

⚠️ Technical note

The `mvreg` command provides a good way to deal with multiple comparisons. If we wanted to assess the effect of `length`, we might be dissuaded from interpreting any of its coefficients except that in the `trunk` equation. `[trunk]length`—the coefficient on `length` in the `trunk` equation—has a p-value of 0.002, but in the other two equations, it has p-values of only 0.224 and 0.058.

A conservative statistician might argue that there are 18 tests of significance in `mvreg`’s output (not counting those for the intercept), so p-values more than 0.05/18 = 0.0028 should be declared
insignificant at the 5% level. A more aggressive but, in our opinion, reasonable approach would be to first note that the three equations are jointly significant, so we are justified in making some interpretation. Then we would work through the individual variables using `test`, possibly using $0.05/6 = 0.0083$ (6 because there are six independent variables) for the 5% significance level. For instance, examining `length`:

```
. test length
   ( 1) [headroom]length = 0
   ( 2) [trunk]length = 0
   ( 3) [turn]length = 0
       F(  3,    67) =    4.94
       Prob > F =  0.0037
```

The reported significance level of 0.0037 is less than 0.0083, so we will declare this variable significant. `[trunk]length` is certainly significant with its $p$-value of 0.002, but what about in the remaining two equations with $p$-values 0.224 and 0.058? We perform a joint test:

```
. test [headroom]length [turn]length
   ( 1) [headroom]length = 0
   ( 2) [turn]length = 0
       F(  2,    67) =    2.91
       Prob > F =  0.0613
```

At this point, reasonable statisticians could disagree. The 0.06 significance value suggests no interpretation, but these were the two least-significant values out of three, so we would expect the $p$-value to be a little high. Perhaps an equivocal statement is warranted: there seems to be an effect, but chance cannot be excluded.
Stored results

`mvreg` stores the following in `e()`:

Scalars
- `e(N)` number of observations
- `e(k)` number of parameters in each equation
- `e(k_eq)` number of equations in `e(b)`
- `e(df_r)` residual degrees of freedom
- `e(chi2)` Breusch–Pagan \( \chi^2 \) (corr only)
- `e(df_chi2)` degrees of freedom for Breusch–Pagan \( \chi^2 \) (corr only)
- `e(rank)` rank of `e(V)`

Macros
- `e(cmd)` `mvreg`
- `e(cmdline)` command as typed
- `e(depvar)` names of dependent variables
- `e(eqnames)` names of equations
- `e(wtype)` weight type
- `e(wexp)` weight expression
- `e(r2)` \( R^2 \)-squared for each equation
- `e(rmse)` RMSE for each equation
- `e(F)` \( F \) statistic for each equation
- `e(p_F)` significance of \( F \) for each equation
- `e(properties)` `b` `V`
- `e(estat_cmd)` program used to implement `estat`
- `e(predict)` program used to implement `predict`
- `e(marginsok)` predictions allowed by `margins`
- `e(marginsnotok)` predictions disallowed by `margins`
- `e(asbalanced)` factor variables `fvset` as `asbalanced`
- `e(asobserved)` factor variables `fvset` as `asobserved`

Matrices
- `e(b)` coefficient vector
- `e(Sigma)` \( \Sigma \) matrix
- `e(V)` variance–covariance matrix of the estimators

Functions
- `e(sample)` marks estimation sample

Methods and formulas

Given \( q \) equations and \( p \) independent variables (including the constant), the parameter estimates are given by the \( p \times q \) matrix

\[
B = (X'WX)^{-1}X'WY
\]

where \( Y \) is an \( n \times q \) matrix of dependent variables and \( X \) is a \( n \times p \) matrix of independent variables. \( W \) is a weighting matrix equal to \( I \) if no weights are specified. If weights are specified, let \( v \): \( 1 \times n \) be the specified weights. If `fweight` frequency weights are specified, \( W = \text{diag}(v) \). If `aweight` analytic weights are specified, \( W = \text{diag}\{v/(1'v)(1'1)\} \), meaning that the weights are normalized to sum to the number of observations.

The residual covariance matrix is

\[
R = \{Y'WY - B'(X'WX)B\} / (n - p)
\]

The estimated covariance matrix of the estimates is \( R \otimes (X'WX)^{-1} \). These results are identical to those produced by `sureg` when the same list of independent variables is specified repeatedly; see \[R\] `sureg`. 
The Breusch and Pagan (1980) $\chi^2$ statistic—a Lagrange multiplier statistic—is given by

$$\lambda = n \sum_{i=1}^{q} \sum_{j=1}^{i-1} r_{ij}^2$$

where $r_{ij}$ is the estimated correlation between the residuals of the equations and $n$ is the number of observations. It is distributed as $\chi^2$ with $q(q-1)/2$ degrees of freedom.
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