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Description
Meta-analysis (Glass 1976) is a statistical technique for combining the results from several similar

studies. The results of multiple studies that answer similar research questions are often available in the

literature. It is natural to want to compare their results and, if sensible, provide one unified conclu-

sion. This is precisely the goal of the meta-analysis, which provides a single estimate of the effect of

interest computed as the weighted average of the study-specific effect estimates. When these estimates

vary substantially between the studies, meta-analysis may be used to investigate various causes for this

variation.

Another important focus of the meta-analysis may be the exploration and impact of small-study ef-

fects, which occur when the results of smaller studies differ systematically from the results of larger

studies. One of the common reasons for the presence of small-study effects is publication bias, which

arises when the results of published studies differ systematically from all the relevant research results.

Comprehensive overview of meta-analysis may be found in Sutton and Higgins (2008); Cooper,

Hedges, and Valentine (2019); Borenstein et al. (2009); Higgins and Green (2017); Hedges and Olkin

(1985); Sutton et al. (2000a); and Palmer and Sterne (2016). A book dedicated to addressing publication

bias was written by Rothstein, Sutton, and Borenstein (2005).

This entry presents a general introduction to meta-analysis and describes relevant statistical terminol-

ogy used throughout the manual. For how to perform meta-analysis in Stata, see [META] meta.

Remarks and examples
Remarks are presented under the following headings:

Brief overview of meta-analysis
Meta-analysis models

Common-effect (“fixed-effect”) model
Fixed-effects model
Random-effects model
Comparison between the models and interpretation of their results
Meta-analysis estimation methods

Forest plots
Heterogeneity

Assessing heterogeneity
Addressing heterogeneity
Subgroup meta-analysis
Meta-regression

Publication bias
Funnel plots
Tests for funnel-plot asymmetry
The trim-and-fill method

Cumulative meta-analysis
Leave-one-out meta-analysis
Multivariate meta-regression
Multilevel meta-regression
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Brief overview of meta-analysis
The term meta-analysis refers to the analysis of the data obtained from a collection of studies that

answer similar research questions. These studies are known as primary studies. Meta-analysis uses

statistical methods to produce an overall estimate of an effect, explore between-study heterogeneity, and

investigate the impact of publication bias or, more generally, small-study effects on the final results.

Pearson (1904) provides the earliest example of what we now call meta-analysis. In that reference, the

average of study-specific correlation coefficients was used to estimate an overall effect of vaccination

against smallpox on subjects’ survival.

There is a lot of information reported by a myriad of studies, which can be intimidating and difficult

to absorb. Additionally, these studies may report conflicting results in terms of the magnitudes and even

direction of the effects of interest. For example, many studies that investigated the effect of taking aspirin

for preventing heart attacks reported contradictory results. Meta-analysis provides a principled approach

for consolidating all of this overwhelming information to provide an overall conclusion or reasons for

why such a conclusion cannot be reached.

Meta-analysis has been used in many fields of research. See the Cochrane Collaboration (https://

us.cochrane.org/) for a collection of results from meta-analysis that address various treatments from all

areas of healthcare. Meta-analysis has also been used in econometrics (for example, Dalhuisen et al.

[2003]; Woodward and Wui [2001]; Hay, Knechel, and Wang [2006]; Card, Kluve, and Weber [2010]);

education (for example, Bernard et al. [2004]; Fan and Chen [2001]); psychology (for example, Sin and

Lyubomirsky [2009]; Barrick and Mount [1991]; Harter, Schmidt, and Hayes [2002]); psychiatry (for

example, Hanji 2017); criminology (for example, Gendreau, Little, and Goggin [1996]; Pratt and Cullen

[2000]); and ecology (for example, Hedges, Gurevitch, and Curtis [1999]; Gurevitch, Curtis, and Jones

[2001]; Winfree et al. [2009]; Arnqvist and Wooster [1995]).

Meta-analysis is the statistical-analysis step of a systematic review. The term systematic review refers

to the entire process of integrating the empirical research to achieve unified and potentially more gen-

eral conclusions. Meta-analysis provides the theoretical underpinning of a systematic review and sets it

apart from a narrative review; in the latter, an area expert summarizes the study-specific results and pro-

vides final conclusions, which could lead to potentially subjective and difficult-to-replicate findings. The

theoretical soundness of meta-analysis made systematic reviews the method of choice for integrating em-

pirical evidence from multiple studies. See Cooper, Hedges, and Valentine (2019) for more information

as well as for various stages of a systematic review.

In what follows, we briefly describe the main components of meta-analysis: effect sizes, forest plots,

heterogeneity, and publication bias.

Effect sizes. Effect sizes (or various measures of outcome) and their standard errors are the two most

important components of a meta-analysis. They are obtained from each of the primary studies prior

to the meta-analysis. Effect sizes of interest depend on the research objective and type of study. For

example, in a meta-analysis comparing two groups, odds ratios and risk ratios are commonly used for

binary outcomes and Hedges’s 𝑔 and Cohen’s 𝑑 measures for continuous outcomes. For meta-analysis

estimating a single proportion (prevalence), the Freeman–Tukey-transformed proportions are typically

used. When you deal with correlation data, the Fisher’s 𝑧-transformed correlations are often used as the
effect size. An overall effect size is computed as a weighted average of study-specific effect sizes, with

more precise (larger) studies having larger weights. The weights are determined by the chosen meta-

analysis model; see Meta-analysis models. Also see [META] meta esize for how to compute various

effect sizes in a meta-analysis.

https://us.cochrane.org/
https://us.cochrane.org/
https://www.stata.com/manuals/meta.pdf#metaIntroRemarksandexamplesMeta-analysismodels
https://www.stata.com/manuals/metametaesize.pdf#metametaesize
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Meta-analysis models. Another important consideration for meta-analysis is that of the underlying

model. Three commonly used models are a common-effect, fixed-effects, and random-effects models.

The models differ in how they estimate and interpret parameters. See Meta-analysis models for details.

Meta-analysis summary—forest plots. The results of meta-analysis are typically summarized on a

forest plot, which plots the study-specific effect sizes and their corresponding confidence intervals, the

combined estimate of the effect size and its confidence interval, and other summary measures such as

heterogeneity statistics. See Forest plots for details.

Heterogeneity. The estimates of effect sizes from individual studies will inherently vary from one

study to another. This variation is known as a study heterogeneity. Two types of heterogeneity described

by Deeks, Higgins, andAltman (2017) are methodological, when the studies differ in design and conduct,

and clinical, when the studies differ in participants, treatments, and exposures or outcomes. The authors

also define statistical heterogeneity, which exists when the observed effects differ between the studies. It

is typically a result of clinical heterogeneity, methodological heterogeneity, or both. There are methods

for assessing and addressing heterogeneity that we discuss in detail in Heterogeneity.

Publication bias. The selection of studies in a meta-analysis is an important step. Ideally, all studies

that meet prespecified selection criteria must be included in the analysis. This is rarely achievable in

practice. For instance, it may not be possible to have access to some unpublished results. So some of

the relevant studies may be omitted from the meta-analysis. This may lead to what is known in statistics

as a sample-selection problem. In the context of meta-analysis, this problem is known as publication

bias or, more generally, reporting bias. Reporting bias arises when the omitted studies are systematically

different from the studies selected in the meta-analysis. For details, see Publication bias.

Finally, you may ask, Does it make sense to combine different studies? According to Borenstein et al.

(2009, chap. 40), “in the early days of meta-analysis, Robert Rosenthal was asked whether it makes sense

to perform a meta-analysis, given that the studies differ in various ways and that the analysis amounts to

combining apples and oranges. Rosenthal answered that combining apples and oranges makes sense if

your goal is to produce a fruit salad.”

Meta-analysis would be of limited use if it could combine the results of identical studies only. The

appeal of meta-analysis is that it actually provides a principled way of combining a broader set of studies

and can answer broader questions than those originally posed by the included primary studies. The

specific goals of the considered meta-analysis should determine which studies can be combined and,

more generally, whether a meta-analysis is even applicable.

Meta-analysis models
The role of a meta-analysis model is important for the computation and interpretation of the meta-

analysis results. Different meta-analysis models make different assumptions and, as a result, estimate

different parameters of interest. In this section, we describe the available meta-analysis models and point

out the differences between them.

Suppose that there are 𝐾 independent studies. Each study reports an estimate, ̂𝜃𝑗, of the unknown

true effect size 𝜃𝑗 and an estimate, �̂�𝑗, of its standard error, 𝑗 = 1, 2, . . . , 𝐾. The goal of a meta-analysis

is to combine these estimates in a single result to obtain valid inference about the population parameter

of interest, 𝜃pop.
Depending on the research objective and assumptions about studies, three approaches are available to

model the effect sizes: a common-effect model (historically known as a fixed-effect model—notice the

singular “effect”), a fixed-effects model (notice the plural “effects”), and a random-effects model. We

briefly define the three models next and describe them in more detail later.

https://www.stata.com/manuals/meta.pdf#metaIntroRemarksandexamplesMeta-analysismodels
https://www.stata.com/manuals/meta.pdf#metaIntroRemarksandexamplesForestplots
https://www.stata.com/manuals/meta.pdf#metaIntroRemarksandexamplesHeterogeneity
https://www.stata.com/manuals/meta.pdf#metaIntroRemarksandexamplesPublicationbias
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Consider the model
̂𝜃𝑗 = 𝜃𝑗 + 𝜖𝑗 𝑗 = 1, 2, . . . , 𝐾 (1)

where 𝜖𝑗’s are sampling errors and 𝜖𝑗 ∼ 𝑁(0, 𝜎2
𝑗 ). Although 𝜎2

𝑗 ’s are unknown, meta-analysis does not

estimate them. Instead, it treats the estimated values, �̂�2
𝑗 ’s, of these variances as known and uses them

during estimation. In what follows, we will thus write 𝜖𝑗 ∼ 𝑁(0, �̂�2
𝑗 ).

A common-effect model, as suggested by its name, assumes that all study effect sizes in (1) are the

same and equal to the true effect size 𝜃; that is, 𝜃𝑗 = 𝜃𝑗′ = 𝜃 for 𝑗 ≠ 𝑗′. The research questions and

inference relies heavily on this assumption, which is often violated in practice.

A fixed-effects model assumes that the study effect sizes in (1) are different, 𝜃𝑗 ≠ 𝜃𝑗′ for 𝑗 ≠ 𝑗′, and

“fixed”. That is, the studies included in the meta-analysis define the entire population of interest. So the

research questions and inference concern only the specific 𝐾 studies included in the meta-analysis.

A random-effects model also assumes that the study effect sizes in (1) are different, 𝜃𝑗 ≠ 𝜃𝑗′ for

𝑗 ≠ 𝑗′, but that they are “random”. That is, the studies in the meta-analysis represent a sample from a

population of interest. The research questions and inference extend beyond the 𝐾 studies included in the

meta-analysis to the entire population of interest.

The models differ in the population parameter, 𝜃pop, they estimate; see Comparison between the mod-

els and interpretation of their results. Nevertheless, they all use the weighted average as the estimator

for 𝜃pop:

̂𝜃pop =
∑𝐾

𝑗=1 𝑤𝑗
̂𝜃𝑗

∑𝐾
𝑗=1 𝑤𝑗

(2)

However, they differ in how they define the weights 𝑤𝑗.

We describe each model and the parameter they estimate in more detail below.

Common-effect (“fixed-effect”) model

As we mentioned earlier, a common-effect (CE) meta-analysis model (Hedges 1982; Rosenthal and

Rubin 1982) is historically known as a fixed-effect model. The term “fixed-effect model” is easy to

confuse with the “fixed-effects model” (plural), so we avoid it in our documentation. The term “common-

effect”, as suggested by Rice, Higgins, and Lumley (2018), is also more descriptive of the underlying

model assumption. A CE model assumes a common (one true) effect for all studies in (1):

̂𝜃𝑗 = 𝜃 + 𝜖𝑗 𝑗 = 1, 2, . . . , 𝐾

The target of interest in a CE model is an estimate of a common effect size, 𝜃pop = 𝜃. The CE model

generally uses the weights 𝑤𝑗 = 1/�̂�2
𝑗 in (2) to estimate 𝜃.

CE models are applicable only when the assumption that the same parameter underlies each study is

reasonable, such as with pure replicate studies.

Fixed-effects model

A fixed-effects (FE) meta-analysis model (Hedges and Vevea 1998; Rice, Higgins, and Lumley 2018)

is defined by (1); it assumes that different studies have different effect sizes (𝜃1 ≠ 𝜃2 ≠ · · · ≠ 𝜃𝐾) and

that the effect sizes are fixed quantities. By fixed quantities, we mean that the studies included in the

meta-analysis define the entire population of interest. FEmodels are typically used whenever the analyst

wants to make inferences only about the included studies.

https://www.stata.com/manuals/metaintro.pdf#metaIntroRemarksandexamplesmintroeqmodel
https://www.stata.com/manuals/metaintro.pdf#metaIntroRemarksandexamplesmintroeqmodel
https://www.stata.com/manuals/metaintro.pdf#metaIntroRemarksandexamplesmintroeqmodel
https://www.stata.com/manuals/meta.pdf#metaIntroRemarksandexamplesComparisonbetweenthemodelsandinterpretationoftheirresults
https://www.stata.com/manuals/meta.pdf#metaIntroRemarksandexamplesComparisonbetweenthemodelsandinterpretationoftheirresults
https://www.stata.com/manuals/metaintro.pdf#metaIntroRemarksandexamplesmintroeqmodel
https://www.stata.com/manuals/metaintro.pdf#metaIntroRemarksandexamplesmintroeqwgtest
https://www.stata.com/manuals/metaintro.pdf#metaIntroRemarksandexamplesmintroeqmodel
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The target of interest in an FE model is an estimate of the weighted average of true study-specific

effect sizes,

𝜃pop = Ave(𝜃𝑗) =
∑𝐾

𝑗=1 𝑊𝑗𝜃𝑗

∑𝐾
𝑗=1 𝑊𝑗

where 𝑊𝑗’s represent true, unknown weights, which are defined in Rice, Higgins, and Lumley (2018,

eq. 3). The estimated weights, 𝑤𝑗 = 1/�̂�2
𝑗 , are generally used in (2) to estimate 𝜃pop.

Based on Rice, Higgins, and Lumley (2018), an FE model answers the question, “What is the magni-

tude of the average true effects in the set of 𝐾 studies included in the meta-analysis?” It is appropriate

when the true effects sizes are different across studies and the research interest lies in their average esti-

mate.

Random-effects model

A random-effects (RE) meta-analysis model (Hedges 1983; DerSimonian and Laird 1986) assumes

that the study effect sizes are different and that the collected studies represent a random sample from

a larger population of studies. (The viewpoint of random effect sizes is further explored by Bayesian

meta-analysis; see, for example, Random-effects meta-analysis of clinical trials in [BAYES] bayesmh.)

The goal of REmeta-analysis is to provide inference for the population of studies based on the sample of

studies used in the meta-analysis.

The RE model may be described as

̂𝜃𝑗 = 𝜃𝑗 + 𝜖𝑗 = 𝜃 + 𝑢𝑗 + 𝜖𝑗

where 𝑢𝑗 ∼ 𝑁(0, 𝜏2) and, as before, 𝜖𝑗 ∼ 𝑁(0, �̂�2
𝑗 ). Parameter 𝜏2 represents the between-study vari-

ability and is often referred to as the heterogeneity parameter. It estimates the variability among the

studies, beyond the sampling variability. When 𝜏2 = 0, the RE model reduces to the CE model.

Here the target of inference is 𝜃pop = 𝐸(𝜃𝑗), the mean of the distribution of effect sizes 𝜃𝑗’s. 𝜃pop is
estimated from (2) with 𝑤𝑗 = 1/(�̂�2

𝑗 + ̂𝜏2).

https://www.stata.com/manuals/metaintro.pdf#metaIntroRemarksandexamplesmintroeqwgtest
https://www.stata.com/manuals/bayesbayesmh.pdf#bayesbayesmhRemarksandexamplesRandom-effectsmeta-analysisofclinicaltrials
https://www.stata.com/manuals/bayesbayesmh.pdf#bayesbayesmh
https://www.stata.com/manuals/metaintro.pdf#metaIntroRemarksandexamplesmintroeqwgtest
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Comparison between the models and interpretation of their results

CE and FE models are computationally identical but conceptually different. They differ in their target

of inference and the interpretation of the overall effect size. In fact, all three models have important

conceptual and interpretation differences. table 1 summarizes the different interpretations of 𝜃pop under
the three models.

Table 1. Interpretation of 𝜃pop under various meta-analysis models

Model Interpretation of 𝜃pop
common-effect common effect (𝜃1 = 𝜃2 = · · · = 𝜃𝐾 = 𝜃)
fixed-effects weighted average of the 𝐾 true study effects

random-effects mean of the distribution of 𝜃𝑗 = 𝜃 + 𝑢𝑗

A CE meta-analysis model estimates the true effect size under the strong assumption that all studies

share the same effect and thus all the variability between the studies is captured by the sampling errors.

Under that assumption, the weighted average estimator indeed estimates the true common effect size, 𝜃.
In the presence of additional variability unexplained by sampling variations, the interpretation of the

results depends on how this variability is accounted for in the analysis.

An FE meta-analysis model uses the same weighted average estimator as a CE model, but the latter

now estimates the weighted average of the 𝐾 true study-specific effect sizes, Ave(𝜃𝑗).
An RE meta-analysis model assumes that the study contributions, 𝑢𝑗’s, are random. It decomposes

the variability of the effect sizes into the between-study and within-study components. The within-study

variances, �̂�2
𝑗 ’s, are assumed known by design. The between-study variance, 𝜏2, is estimated from the

sample of the effect sizes. Thus, the extra variability attributed to 𝜏2 is accounted for during the estimation

of the mean effect size, 𝐸(𝜃𝑗).
So which model should you choose? The literature recommends to start with a random-effects model,

which is Stata’s default for most meta-analyses. If you are willing to assume that the studies have different

true effect sizes and you are interested only in providing inferences about these specific studies, then the

FEmodel is appropriate. If the assumption of study homogeneity is reasonable for your data, a CEmodel

may be considered.

Meta-analysis estimation methods

Depending on the chosen meta-analysis model, various methods are available to estimate the weights

𝑤𝑗 in (2). The meta-analysis models from the previous sections assumed the inverse-variance estimation

method (Whitehead and Whitehead 1991) under which the weights are inversely related to the variance.

The inverse-variance estimation method is applicable to all meta-analysis models and all types of effect

sizes. Thus, it can be viewed as the most general approach.

For a two-group comparison of binary outcomes, CE and FEmodels also support theMantel–Haenszel

estimation method, which can be used to combine odds ratios, risk ratios, and risk differences. The

classical Mantel–Haenszel method (Mantel and Haenszel 1959) is used for odds ratios, and its extension

byGreenland andRobins (1985) is used for risk ratios and risk differences. TheMantel–Haenszelmethod

is recommended with sparse data. Fleiss, Levin, and Paik (2003) also suggests that it be used with small

studies provided that there are many.

https://www.stata.com/manuals/meta.pdf#metaIntroRemarksandexamplesintrosubtblinterp
https://www.stata.com/manuals/metaintro.pdf#metaIntroRemarksandexamplesmintroeqwgtest
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In RE models, the weights are inversely related to the total variance, 𝑤𝑗 = 1/(�̂�2
𝑗 + ̂𝜏2). Different

methods are proposed for estimating the between-study variability, 𝜏2, which is used in the expression

for the weights. These include the restricted maximum likelihood (REML), maximum likelihood (ML),

empirical Bayes (EB), DerSimonian–Laird (DL), Hedges (HE), Sidik–Jonkman (SJ), and Hunter–Schmidt

(HS).

REML, ML, and EB are iterative methods, whereas other methods are noniterative (have closed-form

expressions). The former estimators produce nonnegative estimates of 𝜏2. The other estimators, except

SJ, may produce negative estimates and are thus truncated at zero when this happens. The SJ estimator

always produces a positive estimate of 𝜏2.

REML,ML, and EB assume that the distribution of random effects is normal. The other estimators make

no distributional assumptions about random effects. Below, we briefly describe the properties of each

method. See Sidik and Jonkman (2007), Viechtbauer (2005), and Veroniki et al. (2016) for a detailed

discussion and the merit of each estimation method.

The REMLmethod (Raudenbush 2009) produces an unbiased, nonnegative estimate of 𝜏2 and is com-

monly used in practice. (It is the default estimation method in Stata because it performs well in most

scenarios.)

When the number of studies is large, the ML method (Hardy and Thompson 1998; Thompson and

Sharp 1999) is more efficient than the REMLmethod but may produce biased estimates when the number

of studies is small, which is a common case in meta-analysis.

The EB estimator (Berkey et al. 1995), also known as the Paule–Mandel estimator (Paule and Mandel

1982), tends to be less biased than other REmethods, but it is also less efficient than REML or DL (Knapp

and Hartung 2003).

The DL method (DerSimonian and Laird 1986), historically, is one of the most popular estimation

methods because it does not make any assumptions about the distribution of the random effects and does

not require iteration. But it may underestimate 𝜏2, especially when the variability is large and the number

of studies is small. However, when the variability is not too large and the studies are of similar sizes,

this estimator is more efficient than other noniterative estimators HE and SJ. See Veroniki et al. (2016)

for details and relevant references.

The SJ estimator (Sidik and Jonkman 2005), along with the EB estimator, is the best estimator in terms

of bias for large 𝜏2 (Sidik and Jonkman 2007). This method always produces a positive estimate of 𝜏2

and thus does not need truncating at 0, unlike the other noniterative methods.

Like DL, the HE estimator (Hedges 1983) is a method of moments estimator, but, unlike DL, it does

not weight effect-size variance estimates (DerSimonian and Laird 1986). Veroniki et al. (2016) note,

however, that this method is not widely used in practice.

The HS estimator (Schmidt and Hunter 2015) is negatively biased and thus not recommended when

unbiasedness is important (Viechtbauer 2005). Otherwise, the mean squared error of HS is similar to that

of ML and is smaller than those of HE, DL, and REML.

Forest plots
Meta-analysis results are often presented using a forest plot (for example, Lewis and Ellis [1982]). A

forest plot shows study-specific effect sizes and an overall effect size with their respective confidence

intervals. The information about study heterogeneity and the significance of the overall effect size are also
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typically presented. This plot provides a convenient way to visually compare the study effect sizes, which

can be any summary estimates available from primary studies, such as standardized and unstandardized

mean differences, (log) odds ratios, (log) risk ratios, and (log) hazard ratios.

Below is an example of a forest plot.

Rosenthal et al., 1974

Conn et al., 1968

Jose & Cody, 1971

Pellegrini & Hicks, 1972

Pellegrini & Hicks, 1972

Evans & Rosenthal, 1969

Fielder et al., 1971

Claiborn, 1969

Kester, 1969

Maxwell, 1970

Carter, 1970

Flowers, 1966

Keshock, 1970

Henrikson, 1970

Fine, 1972

Grieger, 1970

Rosenthal & Jacobson, 1968

Fleming & Anttonen, 1971

Ginsburg, 1970

Overall

Heterogeneity: τ2 = 0.02, I2 = 41.84%, H2 = 1.72

Test of θi = θj: Q(18) = 35.83, p = 0.01

Test of θ = 0: z = 1.62, p = 0.11

Study

1/2 1 2 4

with 95% CI
exp(ES)
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3.25 [
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0.98 [
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2.23 [

1.72 [

1.20 [

0.98 [

1.26 [

0.84 [

0.94 [

1.35 [

1.07 [

0.93 [

1.09 [

0.81,

0.85,

0.63,

1.57,

0.63,

0.77,

0.80,

0.47,

0.95,

1.36,

0.95,

0.77,

0.56,

0.71,

0.61,

0.68,

1.03,

0.89,

0.66,

0.98,

1.32]

1.50]

1.21]

6.76]

2.67]

1.15]

1.20]

1.12]

1.81]

3.64]

3.10]

1.85]

1.73]

2.22]

1.14]

1.31]

1.77]

1.29]

1.31]

1.20]

7.74

6.60

5.71

1.69

1.72

9.06

9.06

3.97

5.84

3.26

2.42

3.89

2.61

2.59

6.05

5.71

6.99

9.64

5.43

(%)
Weight

Random-effects REML model

Ablue square is plotted for each study, with the size of the square being proportional to the study weight;

that is, larger squares correspond to larger (more precise) studies. Studies’ CIs are plotted as whiskers

extending from each side of the square and spanning the width of the CI. The estimate of the overall

effect size, depicted here by a green diamond, is typically plotted following the individual effect sizes.

The diamond is centered at the estimate of the overall effect size and the width of the diamond represents

the corresponding CI width. Heterogeneity measures such as the 𝐼2 and 𝐻2 statistics, homogeneity test,

and the significance test of the overall effect sizes are also commonly reported.

Three further variations of forest plots are for cumulative, subgroup, and leave-one-out meta-analyses;

see Cumulative meta-analysis, Subgroup meta-analysis, and Leave-one-out meta-analysis.

For further details about forest plots, see [META] meta forestplot.

https://www.stata.com/manuals/meta.pdf#metaIntroRemarksandexamplesCumulativemeta-analysis
https://www.stata.com/manuals/meta.pdf#metaIntroRemarksandexamplesSubgroupmeta-analysis
https://www.stata.com/manuals/meta.pdf#metaIntroRemarksandexamplesLeave-one-outmeta-analysis
https://www.stata.com/manuals/metametaforestplot.pdf#metametaforestplot
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Heterogeneity
The exposition below is based on Deeks, Higgins, and Altman (2017) and references therein.

It is natural for effect sizes of studies collected in a meta-analysis to vary between the studies because

of sampling variability. However, when this variation exceeds the levels that could be explained by

sampling variation, it is referred to as the between-study heterogeneity. Between-study heterogeneity

may arise for different reasons and is generally divided into two types: clinical and methodological

(Thompson 1994; Deeks, Higgins, and Altman 2017). Clinical heterogeneity is the variability in the

intervention strategies, outcomes, and study participants. Methodological heterogeneity is the variability

in the study design and conduct. Statistical heterogeneity refers to the cases when the variability between

the observed effects cannot be explained by sampling variability alone. It arises when the true effects in

each study are different and may be the result of clinical heterogeneity, methodological heterogeneity, or

both. In what follows, we refer to statistical heterogeneity simply as heterogeneity.

Assessing heterogeneity

Forest plots are useful for visual examination of heterogeneity. Its presence can be evaluated by

looking at the plotted CIs, which are represented as horizontal lines on the plot. Heterogeneity is suspect

if there is a lack of overlap between the CIs.

For many studies, Galbraith plots may be a more visually appealing alternative to forest plots for

assessing heterogeneity and presenting meta-analysis results. These plots graph standardized effect sizes

against precision for each study with a regression line through the origin with the overall effect size as

its slope. Excess variation of the scatter points around the regression line may suggest the presence of

heterogeneity. See [META] meta galbraithplot.

For a two-group comparison of binary outcomes, L’Abbé plots may be used to assess heterogeneity

and compare study-specific event rates in the two groups; see [META] meta labbeplot.

You can also test for heterogeneity more formally by using Cochran’s homogeneity test. Additionally,

various heterogeneity measures such as the 𝐼2 statistic, which estimates the percentage of the between-

study variability, are available to quantify heterogeneity.

See [META] meta summarize for details.

Addressing heterogeneity

There are several strategies to address heterogeneity when it is present. Below, we summarize some

of the recommendations from Deeks, Higgins, and Altman (2017):

1. “Explore heterogeneity”. Subgroup analyses and meta-regression are commonly used to ex-

plore heterogeneity. For such analyses to be proper, you must prespecify upfront (before your

meta-analysis) the study attributes you would like to explore. Often, meta-analysts are already

familiar with the studies, so the genuine prestudy specification may not be possible. In that

case, you should use caution when interpreting the results. Once heterogeneity is established,

its exploration after the fact is viewed as data snooping and should be avoided.

2. “Perform an RE meta-analysis”. After careful consideration of subgroup analysis and meta-

regression, you may consider an RE meta-analysis to account for the remaining unexplained

between-study heterogeneity. See Deeks, Higgins, and Altman (2017, sec. 9.5.4) for details.

https://www.stata.com/manuals/metametagalbraithplot.pdf#metametagalbraithplot
https://www.stata.com/manuals/metametalabbeplot.pdf#metametalabbeplot
https://www.stata.com/manuals/metametasummarize.pdf#metametasummarize
https://www.stata.com/manuals/metaintro.pdf#metaIntroRemarksandexamplesSubgroupmeta-analysis
https://www.stata.com/manuals/metaintro.pdf#metaIntroRemarksandexamplesMeta-regression
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3. “Exclude studies”. Generally, you should avoid excluding studies from ameta-analysis because

this may lead to bias. You may consider doing this in the presence of a few outlying studies

when the reasons for the outlying results are well understood and are unlikely to interfere with

your research objectives. Even then, you still need to perform sensitivity analysis and report

both the results with and without the outlying studies.

4. “Do not perform a meta-analysis”. In the presence of substantial variation that cannot be ex-

plained, you may have to abandon the meta-analysis altogether. In this case, it will be mislead-

ing to report a single overall estimate of an effect, especially if there is a disagreement among

the studies about the direction of the effect.

Below, we discuss ways of exploring heterogeneity via subgroup meta-analysis and meta-regression.

Subgroup meta-analysis

It is not uncommon for the studies in a meta-analysis to report varying effect-size estimates. But it is

important to understand and account for such variation during the meta-analysis to obtain reliable results

(Thompson 1994; Berlin 1995). In the presence of substantial between-study variability, meta-analysis

may be used to explore the relationship between the effect sizes and study-level covariates of interest,

known in the meta-analysis literature as moderators. For example, the effect of a particular vaccine may

depend on a study location, the effect of a particular drug may depend on the studies’ dosages, and so on.

Depending on the type of covariates, subgroup meta-analysis or meta-regression may be used to ex-

plore the between-study heterogeneity. Subgroup meta-analysis is commonly used with categorical co-

variates, whereas meta-regression is used when at least one of the covariates is continuous.

In subgroup meta-analysis or simply subgroup analysis, the studies are grouped based on study or

participants’ characteristics, and an overall effect-size estimate is computed for each group. The goal of

subgroup analysis is to compare these overall estimates across groups and determine whether the con-

sidered grouping helps explain some of the observed between-study heterogeneity. Note that subgroup

analysis can be viewed as a special case of a meta-regression with only one categorical moderator.

For more details about subgroup analysis, see the subgroup() option in [META] meta summarize

and [META] meta forestplot.

Meta-regression

Meta-regression explores a relationship between the study-specific effect sizes and the study-level

covariates, such as a latitude of a study location or a dosage of a drug. These covariates are often re-

ferred to as moderators. See, for instance, Greenland (1987), Berkey et al. (1995), Thompson and Sharp

(1999), Thompson and Higgins (2002), and Viechtbauer et al. (2015) for more information about meta-

regression.

Two types of meta-regression are commonly considered in the meta-analysis literature: fixed-effects

meta-regression and random-effects meta-regression.

An FE meta-regression (Greenland 1987) assumes that all heterogeneity between the study outcomes

can be accounted for by the specified moderators. Let x𝑗 be a 1 × 𝑝 vector of moderators with the

corresponding unknown 𝑝 × 1 coefficient vector β. An FE meta-regression is given by

̂𝜃𝑗 = x𝑗β + 𝜖𝑗 weighted by 𝑤𝑗 = 1
�̂�2

𝑗
, where 𝜖𝑗 ∼ 𝑁(0, �̂�2

𝑗 )

https://www.stata.com/manuals/metametasummarize.pdf#metametasummarize
https://www.stata.com/manuals/metametaforestplot.pdf#metametaforestplot
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A traditional FE meta-regression does not model residual heterogeneity, but it can be incorporated by

multiplying each of the variances, �̂�2
𝑗 , by a common factor. This model is known as an FEmeta-regression

with a multiplicative dispersion parameter or a multiplicative FE meta-regression (Thompson and Sharp

1999).

An RE meta-regression (Berkey et al. 1995) can be viewed as a meta-regression that incorporates the

residual heterogeneity via an additive error term, which is represented in a model by a study-specific

random effect. These random effects are assumed to be normal with mean zero and variance 𝜏2, which

estimates the remaining between-study heterogeneity that is unexplained by the considered moderators.

An RE meta-regression is

̂𝜃𝑗 = x𝑗β + 𝑢𝑗 + 𝜖𝑗 weighted by 𝑤∗
𝑗 = 1

�̂�2
𝑗 + ̂𝜏2 , where 𝑢𝑗 ∼ 𝑁(0, 𝜏2) and 𝜖𝑗 ∼ 𝑁(0, �̂�2

𝑗 )

For more details about meta-regression, see [META] meta regress and [META] meta regress postes-

timation.

Publication bias
Publication bias or, more generally, reporting bias occurs when the studies selected for a scientific

review are systematically different from all available relevant studies. Specifically, publication bias is

known in the meta-analysis literature as an association between the likelihood of a publication and the

statistical significance of a study result. The rise of systematic reviews for summarizing the results

of scientific studies elevated the importance of acknowledging and addressing publication bias in re-

search. Publication bias typically arises when nonsignificant results are being underreported in the liter-

ature (for example, Rosenthal [1979]; Iyengar and Greenhouse [1988]; Begg and Berlin [1988]; Hedges

[1992]; Stern and Simes [1997]; Givens, Smith, and Tweedie [1997]; Sutton et al. [2000b]; and Kicinski,

Springate, and Kontopantelis [2015]).

Suppose that we are missing some of the studies in our meta-analysis. If these studies are simply a

random sample of all the studies that are relevant to our research question, our meta-analytic results will

remain valid but will not be as precise. That is, we will likely obtain wider confidence intervals and less

powerful tests. However, if the missing studies differ systematically from our observed studies, such

as when smaller studies with nonsignificant findings are suppressed from publication, our meta-analytic

results will be biased toward a significant result. Any health-policy or clinical decisions based on them

will be invalid.

Dickersin (2005) notes that to avoid potentially serious consequences of publication bias, many re-

searchers (for example, Simes [1986]; Dickersin [1988]; Hetherington et al. [1989]; Dickersin and Ren-

nie [2003]; Antes and Chalmers [2003]; and Krakovsky [2004]) called for the registration of clinical trials

worldwide at the outset to keep track of the findings, whether or not significant, from all trials. Although

this may not necessarily eradicate the problem of publication bias, this will make it more difficult for the

results of smaller trials to go undetected. Generally, when one selects the studies for meta-analysis, the

review of the literature should be as comprehensive as possible, including searching the grey literature

to uncover the relevant unpublished studies.

See Borenstein et al. (2009, chap. 30) for the summary of other factors for publication bias such as

language bias and cost bias.

https://www.stata.com/manuals/metametaregress.pdf#metametaregress
https://www.stata.com/manuals/metametaregresspostestimation.pdf#metametaregresspostestimation
https://www.stata.com/manuals/metametaregresspostestimation.pdf#metametaregresspostestimation
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Funnel plots

The funnel plot (Light and Pillemer 1984) is commonly used to explore publication bias (Sterne,

Becker, and Egger 2005). It is a scatterplot of the study-specific effect sizes versus measures of study

precision. In the absence of publication bias, the shape of the scatterplot should resemble a symmetric

inverted funnel. The funnel-plot asymmetry, however, may be caused by factors other than publication

bias such as a presence of a moderator correlated with the study effect and study size or, more generally,

the presence of substantial between-study heterogeneity (Egger et al. 1997 ; Peters et al. 2008 ; Sterne

et al. 2011 ). The so-called contour-enhanced funnel plots have been proposed to help discriminate

between the funnel-plot asymmetry because of publication bias versus other reasons.

See [META] meta funnelplot for details.

Tests for funnel-plot asymmetry

Graphical evaluation of funnel plots is useful for data exploration but may be subjective when detect-

ing the asymmetry. Statistical tests provide a more formal evaluation of funnel-plot asymmetry. These

tests are also known as tests for small-study effects (Sterne, Gavaghan, and Egger 2000) and, historically,

as tests for publication bias. The tests are no longer referred to as “tests for publication bias” because,

as we commented earlier, the presence of the funnel-plot asymmetry may not necessarily be attributed

to publication bias, particularly in the presence of substantial between-study variability. See Harbord,

Harris, and Sterne (2016) for a summary of these tests.

Two types of tests for funnel-plot asymmetry are considered in the literature: regression-based tests

(Egger et al. 1997 ; Harbord, Egger, and Sterne 2006; and Peters et al. 2006 ) and a nonparametric

rank-based test (Begg and Mazumdar 1994). These tests explore the relationship between the study-

specific effect sizes and study precision. The presence of the funnel-plot asymmetry is declared when

the association between the two measures is greater than what would have been observed by chance.

For more details regarding the tests of funnel-plot asymmetry, see [META] meta bias.

The trim-and-fill method

Tests for funnel-plot asymmetry are useful for detecting publication bias but are not able to estimate

the impact of this bias on the final meta-analysis results. The nonparametric trim-and-fill method of

Duval and Tweedie (2000a, 2000b) provides a way to assess the impact of missing studies because of

publication bias on the meta-analysis. It evaluates the amount of potential bias present in meta-analysis

and its impact on the final conclusion. This method is typically used as a sensitivity analysis to the

presence of publication bias.

See [META] meta trimfill for more information about the trim-and-fill method.

Cumulative meta-analysis
Cumulative meta-analysis performs multiple meta-analyses, where each analysis is produced by

adding one study at a time. It is useful to identify various trends in the overall effect sizes. For example,

when the studies are ordered chronologically, one can determine the point in time of the potential change

in the direction or significance of the effect size. A well-known example of a cumulative meta-analysis

is presented in Cumulative meta-analysis of [META] meta for the study of the efficacy of streptokinase

after a myocardial infarction (Lau et al. 1992). Also see the cumulative() option in [META] meta

summarize and [META] meta forestplot.

https://www.stata.com/manuals/metametafunnelplot.pdf#metametafunnelplot
https://www.stata.com/manuals/metametabias.pdf#metametabias
https://www.stata.com/manuals/metametatrimfill.pdf#metametatrimfill
https://www.stata.com/manuals/metameta.pdf#metametaRemarksandexamplesCumulativemeta-analysis
https://www.stata.com/manuals/metameta.pdf#metameta
https://www.stata.com/manuals/metametasummarize.pdf#metametasummarize
https://www.stata.com/manuals/metametasummarize.pdf#metametasummarize
https://www.stata.com/manuals/metametaforestplot.pdf#metametaforestplot
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Leave-one-out meta-analysis
Just like cumulative meta-analysis, the leave-one-out meta-analysis also performs multiple meta-

analyses; however, in this case, each analysis is produced by excluding a single study. It is quite common

that studies yield effect sizes that are relatively exaggerated. Their presence in the meta-analysis may

distort the overall results, and it is of great importance to identify such studies for further examination.

The leave-one-out meta-analysis is a useful tool to investigate the influence of each study on the over-

all effect size estimate. See the leaveoneout option in [META] meta summarize and [META] meta

forestplot for more information.

Multivariate meta-regression
Multivariate meta-analysis combines results from studies where multiple dependent effect sizes (out-

comes) are reported by each study. Let θ̂𝑗 be a 𝑑×1 vector of estimates of the true populationmultivariate

effect size θ𝑗 for study 𝑗. Let x𝑗 be a 1× 𝑝 vector of moderators with the corresponding unknown 𝑝 × 1

regression coefficient vector β𝑖 for 𝑖 = 1, . . . , 𝑑.
An FE multivariate meta-regression (Raudenbush, Becker, and Kalaian 1988) is given by

θ̂𝑗 = X𝑗β + ε𝑗, ε𝑗 ∼ 𝑁𝑑 (0, 𝚲𝑗)

whereX𝑗 = x𝑗⊗𝐼𝑑 is a 𝑑×𝑑𝑝matrix andβ = (β′
1,β′

2, . . . ,β′
𝑑)′

is a 𝑑𝑝×1 vector of unknown regression

coefficients; ⊗ is the Kronecker product. The within-study covariance matrices 𝚲𝑗’s are assumed known

and thus do not require estimation.

The RE multivariate meta-regression (Berkey et al. 1998) can be expressed as

θ̂𝑗 = X𝑗β + ε∗
𝑗 = X𝑗β + u𝑗 + ε𝑗, where ε

∗
𝑗 ∼ 𝑁𝑑 (0, 𝚲𝑗 + 𝚺)

where u𝑗 is a 𝑑 × 1 vector of random effects corresponding to the 𝑑 outcomes.

meta mvregress fits multivariate meta-regression; see [META] meta mvregress. By default, a

random-effects model is assumed. The goal of multivariate meta-regression is to estimate the regression

coefficients β and the random-effects covariance matrix 𝚺, also known as the between-study covariance

matrix. Three estimation methods are available to fit the RE multivariate meta-regression model and

multiple covariance structures can be specified to model the between-study covariance 𝚺. After fitting

the multivariate meta-regression model, you can assess heterogeneity; see [META] estat heterogeneity

(mv). Various postestimation tools are available such as predicting random effects, computing the linear

predictor, residuals, standardized residuals, and more; see [META] meta mvregress postestimation.

Multilevel meta-regression
Multilevel meta-analysis synthesizes the results from potentially dependent effect sizes that exhibit

a hierarchical or nested structure. For example, studies and their corresponding effect sizes may be

nested within higher-level groupings such as geographical locations (for example, states or countries) or

administrative units (for example, school districts).

When a hierarchical structure is present in the data, the multilevel meta-analysis is preferred over the

classical meta-analysis. By properly accounting for the hierarchical structure among the effect sizes, we

can obtain more accurate estimates of the overall effect size and better overall statistical inference. We

can also decompose the heterogeneity present among the effect sizes across the different hierarchical

levels, which can provide valuable insights into the factors that affect our outcome of interest.

https://www.stata.com/manuals/metametasummarize.pdf#metametasummarize
https://www.stata.com/manuals/metametaforestplot.pdf#metametaforestplot
https://www.stata.com/manuals/metametaforestplot.pdf#metametaforestplot
https://www.stata.com/manuals/metametamvregress.pdf#metametamvregress
https://www.stata.com/manuals/metaestatheterogeneitymv.pdf#metaestatheterogeneity(mv)
https://www.stata.com/manuals/metaestatheterogeneitymv.pdf#metaestatheterogeneity(mv)
https://www.stata.com/manuals/metametamvregresspostestimation.pdf#metametamvregresspostestimation
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The three-level meta-regression model (for example, Goldstein et al. [2000]; Thompson, Turner, and

Warn [2001]; and Konstantopoulos [2011]) can be expressed as

̂𝜃𝑗𝑘𝑟 = x𝑗𝑘𝑟β + z
(3)
𝑗𝑘𝑟u

(3)
𝑗 + z

(2)
𝑗𝑘𝑟u

(2)
𝑗𝑘 + 𝜖𝑗𝑘𝑟

where 𝑗 = 1, 2, . . . , 𝑀, 𝑘 = 1, 2, . . . , 𝑚𝑗, and 𝑟 = 1, 2, . . . , 𝑚𝑗𝑘. In this case,

x𝑗𝑘𝑟 = (1, 𝑥1,𝑗𝑘𝑟, . . . , 𝑥𝑝−1,𝑗𝑘𝑟) is a 1 × 𝑝 vector of moderators and β is the corresponding 𝑝 × 1 vector

of unknown fixed-effects parameters. z
(3)
𝑗𝑘𝑟 is a 1 × 𝑞3 vector of moderators associated with the level-3

𝑞3 × 1 vector of random effects u
(3)
𝑗 (1 intercept and 𝑞3 − 1 slopes), where u

(3)
𝑗 ∼ 𝑁(0, 𝚺(3)). Similarly,

z
(2)
𝑗𝑘𝑟 is a 1× 𝑞2 vector of moderators associated with the level-2 (within-level-3) 𝑞2 ×1 vector of random

effects u
(2)
𝑗𝑘 , where u

(2)
𝑗𝑘 ∼ 𝑁(0, 𝚺(2)). 𝜖𝑗𝑘𝑟 ∼ 𝑁(0, �̂�2

𝑗𝑘𝑟), where �̂�2
𝑗𝑘𝑟’s are known sampling (effect-size)

variances.

meta meregress fits multilevel meta-regression; see [META] meta meregress. If your model con-

tains only random intercepts (no random slopes), you may use the meta multilevel command, which

has a simpler syntax geared toward random-intercepts multilevel models; see [META] meta multilevel.

The goal of multilevel meta-regression is to estimate the regression coefficientsβ and the random-effects

covariance matrices 𝚺(𝑙) for each level 𝑙 > 1. By default, the REML estimation method is assumed, but

theMLEmethod is also supported. Multiple covariance structures can be specified to model the 𝚺(𝑙) ma-

trices. After fitting the multilevel meta-regression model, you can assess multilevel heterogeneity; see

[META] estat heterogeneity (me). Various postestimation tools are available, such as predicting random

effects and computing the linear predictor, residuals, standardized residuals, and more; see [META]meta

me postestimation.
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