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Postestimation commands
The following postestimation command is of special interest after eprobit and xteprobit:

Command Description

estat teffects treatment effects and potential-outcome means

The following standard postestimation commands are also available after eprobit and xteprobit:

Command Description

contrast contrasts and ANOVA-style joint tests of parameters

estat ic Akaike’s, consistent Akaike’s, corrected Akaike’s, and Schwarz’s Bayesian infor-
mation criteria (AIC, CAIC, AICc, and BIC, respectively)

estat summarize summary statistics for the estimation sample

estat vce variance–covariance matrix of the estimators (VCE)
† estat (svy) postestimation statistics for survey data

estimates cataloging estimation results

etable table of estimation results
∗ forecast dynamic forecasts and simulations
∗ hausman Hausman’s specification test

lincom point estimates, standard errors, testing, and inference for linear combinations of
parameters

∗ lrtest likelihood-ratio test

margins marginal means, predictive margins, marginal effects, and average marginal

effects

marginsplot graph the results from margins (profile plots, interaction plots, etc.)

nlcom point estimates, standard errors, testing, and inference for nonlinear combinations
of parameters

predict means, probabilities, treatment effects, etc.

predictnl point estimates, standard errors, testing, and inference for generalized predictions

pwcompare pairwise comparisons of parameters
† suest seemingly unrelated estimation

test Wald tests of simple and composite linear hypotheses

testnl Wald tests of nonlinear hypotheses

∗forecast, hausman, and lrtest are not appropriate with svy estimation results.
†suest and the survey data estat commands are not available after xteprobit.

1

https://www.stata.com/manuals/ermestatteffects.pdf#ermestatteffects
https://www.stata.com/manuals/rcontrast.pdf#rcontrast
https://www.stata.com/manuals/restatic.pdf#restatic
https://www.stata.com/manuals/restatsummarize.pdf#restatsummarize
https://www.stata.com/manuals/restatvce.pdf#restatvce
https://www.stata.com/manuals/svyestat.pdf#svyestat
https://www.stata.com/manuals/restimates.pdf#restimates
https://www.stata.com/manuals/retable.pdf#retable
https://www.stata.com/manuals/tsforecast.pdf#tsforecast
https://www.stata.com/manuals/rhausman.pdf#rhausman
https://www.stata.com/manuals/rlincom.pdf#rlincom
https://www.stata.com/manuals/rlrtest.pdf#rlrtest
https://www.stata.com/manuals/ermpostestimation.pdf#ermeprobitpostestimationmargins
https://www.stata.com/manuals/rmarginsplot.pdf#rmarginsplot
https://www.stata.com/manuals/rnlcom.pdf#rnlcom
https://www.stata.com/manuals/ermpostestimation.pdf#ermeprobitpostestimationpredict
https://www.stata.com/manuals/rpredictnl.pdf#rpredictnl
https://www.stata.com/manuals/rpwcompare.pdf#rpwcompare
https://www.stata.com/manuals/rsuest.pdf#rsuest
https://www.stata.com/manuals/rtest.pdf#rtest
https://www.stata.com/manuals/rtestnl.pdf#rtestnl


eprobit postestimation — Postestimation tools for eprobit and xteprobit 2

predict
Predictions after eprobit and xteprobit are described in

[ERM] eprobit predict predict after eprobit and xteprobit

[ERM] predict treatment predict for treatment statistics

[ERM] predict advanced predict’s advanced features

[ERM] eprobit predict describes the most commonly used predictions. If you fit a model with treat-

ment effects, predictions specifically related to these models are detailed in [ERM] predict treatment.

[ERM] predict advanced describes less commonly used predictions, such as predictions of outcomes in

auxiliary equations.

margins

Description for margins
margins estimates statistics based on fittedmodels. These statistics includemarginalmeans, marginal

probabilities, potential-outcome means, average and conditional derivatives, average and conditional

effects, and treatment effects.

Menu for margins
Statistics > Postestimation

Syntax for margins
margins [marginlist ] [ , options ]
margins [marginlist ] , predict(statistic ...) [ predict(statistic ...) ... ] [ options ]

statistic Description

Main

pr probability for binary or ordinal 𝑦𝑗; the default

mean mean

pomean potential-outcome mean

te treatment effect

tet treatment effect on the treated

xb linear prediction excluding all complications

pr(a,b) Pr(a < 𝑦𝑗 < b) for continuous 𝑦𝑗
e(a,b) 𝐸(𝑦𝑗| a < 𝑦𝑗 < b) for continuous 𝑦𝑗
ystar(a,b) 𝐸(𝑦∗

𝑗), 𝑦∗
𝑗 = max{𝑎,min(𝑦𝑗, 𝑏)} for continuous 𝑦𝑗

Statistics not allowed with margins are functions of stochastic quantities other than e(b).

For the full syntax, see [R] margins.

https://www.stata.com/manuals/ermeprobitpredict.pdf#ermeprobitpredict
https://www.stata.com/manuals/ermpredicttreatment.pdf#ermpredicttreatment
https://www.stata.com/manuals/ermpredictadvanced.pdf#ermpredictadvanced
https://www.stata.com/manuals/ermeprobitpredict.pdf#ermeprobitpredict
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Remarks and examples
See [ERM] Intro 7 for an overview of using margins and predict after eprobit and xteprobit.

For examples using margins, predict, and estat teffects, see Interpreting effects in [ERM] Intro 9

and see [ERM] Example 1a.

Methods and formulas
These methods build on the discussions in Methods and formulas of [ERM] eprobit.

Methods and formulas are presented under the following headings:

Predictions and inferences using the default asf
General prediction framework

Predictions and inferences using the default asf
In the probit model, for exogenous covariates x𝑖 and endogenous covariates w𝑖, we have

𝑦𝑖 = 1(x𝑖β + w𝑖β2 + 𝜖𝑖 > 0)

where 𝜖𝑖 is a standard normal error.

Because 𝜖𝑖 is a normally distributed, mean 0, random variable, we can split it into two mean 0, nor-

mally distributed, independent parts,

𝜖𝑖 = 𝑢𝑖 + 𝜓𝑖

where 𝑢𝑖 = 𝛄ε2𝑖 is the unobserved heterogeneity that gives rise to the endogeneity and 𝜓𝑖 is an idiosyn-

cratic error term with variance 𝜎2
𝜓. Conditional on the covariates and the unobserved heterogeneity, for

one endogenous covariate, the probability that 𝑦𝑖 = 1 is

Pr(𝑦𝑖 = 1|x𝑖, 𝑤𝑖, 𝑢𝑖) = Φ (
x𝑖β + w𝑖β2 + 𝑢𝑖

𝜎𝜓
)

Default predictions and effects are computed based on the expression above. Including 𝑢𝑖 controls

for endogeneity. Thus, all effects computed using the expression above have a structural interpretation.

See Imbens and Newey (2009) and Wooldridge (2010) for a detailed description of structural functions

for models with endogeneity.

Our discussion easily extends to models for panel data with random effects. In this case, we have

𝑁 panels. Panel 𝑖 = 1, . . . , 𝑁 has observations 𝑡 = 1, . . . , 𝑁𝑖, so we observe 𝑦𝑖𝑡 with random effect

𝛼𝑖 and observation-level error 𝜖𝑖𝑡. These errors are independent of each other. So the combined error

𝜉𝑖𝑡 = 𝛼𝑖 + 𝜖𝑖𝑡 is normal with mean 0 and variance 1 + 𝜎2
𝛼, where 𝜎2

𝛼 is the variance of 𝛼𝑖. The results

discussed earlier can then be applied using the combined error 𝜉𝑖𝑡 rather than the cross-sectional error.

All predictions after xteprobit assume the panel-level random effects (𝛼𝑖) are zero. Put another

way, predictions condition on the random effects being set to their means.

General prediction framework
In this section, we discuss the general framework for predictions made after ERMs with multiple

auxiliary equations and conditioned on both the covariates and the instruments. The predictions consider

the total effect of all the covariates and instruments on the outcome.

https://www.stata.com/manuals/ermintro7.pdf#ermIntro7
https://www.stata.com/manuals/ermintro9.pdf#ermIntro9RemarksandexamplesInterpretingeffects
https://www.stata.com/manuals/ermintro9.pdf#ermIntro9
https://www.stata.com/manuals/ermexample1a.pdf#ermExample1a
https://www.stata.com/manuals/ermeprobit.pdf#ermeprobitMethodsandformulas
https://www.stata.com/manuals/ermeprobit.pdf#ermeprobit
https://www.stata.com/manuals/erm.pdf#ermeprobitpostestimationMethodsandformulasasf
https://www.stata.com/manuals/erm.pdf#ermeprobitpostestimationMethodsandformulaspredtotal
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First, assume that we have a model with random effects in each equation and a panel-data structure.

We have 𝑁 panels. For panel 𝑖 = 1, . . . , 𝑁, there are 𝑁𝑖 observations, and for 𝑡 = 1, . . . , 𝑁𝑖, we have

𝑦1𝑖𝑡 = 𝑔1𝑖𝑡(w1𝑖𝑡β1 + 𝑣1𝑖𝑡 + 𝑢1𝑖)
⋮

𝑦𝐻𝑖𝑡 = 𝑔𝐻𝑖𝑡(w𝐻𝑖𝑡β𝐻 + 𝑣𝐻𝑖𝑡 + 𝑢𝐻𝑖)
𝑦𝑖𝑡 = 𝑦𝐽𝑖𝑡 = 𝑔𝐽𝑖𝑡(w𝐽𝑖𝑡β𝐽 + 𝑣𝐽𝑖𝑡 + 𝑢𝐽𝑖)

The observation-level errors 𝑣1𝑖𝑡, . . . , 𝑣𝐽𝑖𝑡 are multivariate normal with mean 0 and covariance 𝚺.

They are independent of the panel-level errors, or random effects 𝑢1𝑖, . . . , 𝑢𝐽𝑖, which are multivariate

normal with mean 0 and covariance 𝚺𝑢. We further assume that the observation-level errors are inde-

pendent within panels.

We will perform prediction conditional on the observed covariates, so we can collapse the random

effects and observation-level errors. The new observation-level errors are 𝜉𝑗𝑖𝑡 = 𝑣𝑗𝑖𝑡 +𝑢𝑗𝑖. These errors,

𝜉1𝑖𝑡, . . . , 𝜉𝐽𝑖𝑡, are multivariate normal with mean 0 and variance 𝚺𝜉 = 𝚺 + 𝚺𝑢.

In the following, we will derive prediction formulas for the cross-sectional case without a panel struc-

ture, but our results will apply to the random-effects model we have just discussed, using the combined

covariance 𝚺𝜉 rather than the cross-sectional covariance matrix 𝚺.

In the cross-sectional case, we have 𝐻 auxiliary equations with endogenous outcomes 𝑦1𝑖, . . . , 𝑦𝐻𝑖.

We will treat the main outcome 𝑦𝑖𝑡 as stage 𝐽 = 𝐻 + 1, so 𝑦𝐽𝑖 = 𝑦𝑖𝑡. The ERMs that we fit with

eintreg, eoprobit, eprobit, and eregress are triangular, so we can order the equations such that

the first depends only on exogenous covariates and instruments—say, w1𝑖 = z𝑖—and for 𝑗 = 2, . . . , 𝐽,
equation 𝑗 depends only on the exogenous covariates and instruments z𝑖 and the endogenous covariates

from equation ℎ = 𝑗 − 1 and 𝑦1𝑖, . . . , 𝑦ℎ𝑖 below. These are stored together in w𝑗𝑖.

When we predict conditional probabilities for binary and ordinal outcomes, we condition on all the

endogenous and exogenous covariates and instruments that affect 𝑦𝑗𝑖. Conditional probabilities are cal-

culated as the ratio of the joint density over the marginal density of the conditioning covariates. For

binary or ordinal outcome 𝑦𝑗𝑖, we have

Pr(𝑦𝑗𝑖 = 𝑌 |𝑦1𝑖, . . . , 𝑦(𝑗−1)𝑖, z𝑖) =
𝑓(𝑌 , 𝑦1𝑖, . . . , 𝑦(𝑗−1)𝑖|z𝑖)

𝑓(𝑦1𝑖, . . . , 𝑦(𝑗−1)𝑖|z𝑖)

where the densities can be computed as described in [ERM] eprobit.

Now, suppose instead that 𝑦𝑗𝑖 is continuous. We can predict the probability that 𝑦𝑗𝑖 lies in the range

(𝑙𝑗𝑖, 𝑢𝑗𝑖):

Pr(𝑙𝑗𝑖, 𝑢𝑗𝑖) = Pr(𝑙𝑗𝑖 < 𝑦𝑗𝑖 < 𝑢𝑗𝑖|𝑦1𝑖, . . . , 𝑦(𝑗−1)𝑖, z𝑖)

= ∫
(𝑙𝑗𝑖,𝑢𝑗𝑖)×V⋆

(𝑗−1)𝑖

𝜙𝑗(𝑣1𝑖, . . . , 𝑣𝑗𝑖, 𝚺𝑗)𝑑𝑣𝑗𝑖𝑑v⋆
(𝑗−1)𝑖

This integral can be evaluated using the methods discussed in Likelihood for multiequation models in

[ERM] eprobit.

The conditional mean of continuous outcome 𝑦𝑗𝑖 is

𝐸(𝑦𝑗𝑖|w𝑗𝑖) = w𝑗𝑖β𝑗 + 𝐸(𝑣𝑗𝑖|w𝑗𝑖)

where w𝑗𝑖 contains the endogenous covariates 𝑦1𝑖, . . . , 𝑦(𝑗−1)𝑖 and exogenous covariates z𝑖 that affect

𝑦𝑗𝑖.

https://www.stata.com/manuals/ermeprobit.pdf#ermeprobit
https://www.stata.com/manuals/ermeprobit.pdf#ermeprobitMethodsandformulaslikelihood
https://www.stata.com/manuals/ermeprobit.pdf#ermeprobit
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By conditioning on the binary and ordinal endogenous covariates 𝑦1𝑖, . . . , 𝑦(𝑗−1)𝑖, the errors

𝑣ℎ𝑖, . . . , 𝑣𝐽𝑖 become truncated normal. Together with 𝑣𝑗𝑖, they have a truncated multivariate distribu-

tion. So the mean of the continuous endogenous covariate is calculated using the moment formulas for

the truncated multivariate normal. The first and second moments of the doubly truncated multivariate

normal were derived in Manjunath and Wilhelm (2012). Tallis (1961) derived the first and second mo-

ments of the multivariate normal with one-sided truncation.

A key result in Manjunath and Wilhelm (2012) is that

∫
𝑢1

𝑙1

. . .∫
𝑢𝑑

𝑙𝑑

𝜖𝑓𝜙𝑑(ε, 𝚺) 𝑑𝜖1 . . . 𝑑𝜖𝑑 =
𝑑

∑
𝑘=1

𝜎𝑓𝑘 {𝐹𝑘(𝑙𝑘) − 𝐹𝑘(𝑢𝑘)} (1)

where the functions 𝐹𝑘(⋅) are defined as

𝐹𝑘(𝑒) = ∫
𝑢1

𝑙1

. . .∫
𝑢𝑘−1

𝑙𝑘−1

∫
𝑢𝑘+1

𝑙𝑘+1

𝜙𝑑(𝑒1, . . . , 𝑒𝑘−1, 𝑒, 𝑒𝑘+1, . . . , 𝑒𝑘, 𝚺)𝑑𝑒1 . . . 𝑑𝑒𝑘−1𝑑𝑒𝑘+1 . . . 𝑑𝑒𝑑

The 𝐹𝑘(⋅) functions can be computed like the joint density in Likelihood for multiequation models in
[ERM] eprobit. So we have

𝐸(𝑣𝑗𝑖|w𝑗𝑖) =
∑𝐽

𝑘=𝑗 𝜎𝑗𝑘 {𝐹𝑘(𝑙𝑘𝑖) − 𝐹𝑘(𝑢𝑘𝑖)}
Φ∗

𝐽(l𝑖,u𝑖, 𝚺𝑗)
where 𝑙𝑗𝑖 = −∞ and 𝑢𝑗𝑖 = ∞.

If there are continuous endogenous regressors in 𝑦1𝑖, . . . , 𝑦𝑗𝑖, we condition on them in calculating (1).

As in the calculation of the joint density in Likelihood for multiequation models in [ERM] eprobit, we

multiply by the marginal density and adjust the cutpoints and variance.

The constrained mean of continuous outcome 𝑦𝑗𝑖, the mean of 𝑦𝑗𝑖 when 𝑦𝑗𝑖 falls between 𝑙𝑗𝑖 and 𝑢𝑗𝑖,

is

𝐸(𝑙𝑗𝑖, 𝑢𝑗𝑖) = 𝐸(𝑦𝑗𝑖|w𝑗𝑖, 𝑙𝑗𝑖 < 𝑦𝑗𝑖 < 𝑢𝑗𝑖)
= w𝑗𝑖β𝑗 + 𝐸(𝑣𝑗𝑖|w𝑗𝑖, 𝑙𝑗𝑖 − w𝑗𝑖β𝑗 < 𝜖𝑗𝑖 < 𝑣𝑗𝑖 − w𝑗𝑖β𝑗)

We use the same method as for the unconstrained mean, with cutpoints 𝑙𝑗𝑖 − w𝑗𝑖β𝑗 and 𝑢𝑗𝑖 − w𝑗𝑖β𝑗
instead of −∞ and ∞.

The expected value of continuous 𝑦𝑗𝑖 with censoring at 𝑙𝑗𝑖 and 𝑢𝑗𝑖 is

𝐸(𝑦⋆
𝑗𝑖|w𝑗𝑖) = 𝑙𝑗𝑖1(w𝑗𝑖β𝑗 + 𝜖𝑗𝑖 < 𝑙𝑗𝑖) + 𝑢𝑗𝑖1(w𝑗𝑖β𝑗 + 𝜖𝑗𝑖 > 𝑢𝑗𝑖)

+ (w𝑗𝑖β𝑗 + 𝜖𝑗𝑖)1(𝑙𝑗𝑖 ≤ w𝑗𝑖β𝑗 + 𝜖𝑗𝑖 ≤ 𝑢𝑗𝑖)

where 𝑦⋆
𝑗𝑖 = max{𝑙𝑖𝑗,min(𝑦𝑖𝑗, 𝑢𝑖𝑗)}. This can be calculated using predictions we have already dis-

cussed:

𝐸(𝑦⋆
𝑗𝑖|w𝑗𝑖) = Pr(−∞, 𝑙𝑗𝑖)𝑙𝑗𝑖 + Pr(𝑙𝑗𝑖, 𝑢𝑗𝑖)𝐸(𝑙𝑗𝑖, 𝑢𝑗𝑖) + Pr(𝑢𝑗𝑖, ∞)𝑢𝑗𝑖

Sometimes, we model a continuous outcome 𝑦𝑗𝑖 that is the natural logarithm of another outcome 𝑦𝑒
𝑗𝑖.

In this case, the conditional mean of 𝑦𝑒
𝑗𝑖 is

𝐸(𝑦𝑒
𝑗𝑖|w𝑗𝑖) = 𝐸 { exp(𝑦𝑗𝑖)|w𝑗𝑖} = 𝐸 { exp (w𝑗𝑖β𝑗 + 𝑣𝑗𝑖)w𝑗𝑖}

= exp (w𝑗𝑖β𝑗) 𝐸 { exp (𝑣𝑗𝑖) |w𝑗𝑖}

https://www.stata.com/manuals/ermeprobit.pdf#ermeprobitMethodsandformulaslikelihood
https://www.stata.com/manuals/ermeprobit.pdf#ermeprobit
https://www.stata.com/manuals/erm.pdf#ermeprobitpostestimationMethodsandformulaseq1
https://www.stata.com/manuals/ermeprobit.pdf#ermeprobitMethodsandformulaslikelihood
https://www.stata.com/manuals/ermeprobit.pdf#ermeprobit
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As discussed earlier, 𝑣𝑗𝑖 can be truncated normal when we condition on w𝑗𝑖. So the conditional ex-

pectation above is the moment-generating function of a truncated normal random variable. This function

was also derived in Manjunath and Wilhelm (2012). Letting 𝛔𝑗 be the 𝑗th column of 𝚺𝑗, we have

𝐸 { exp (𝑣𝑗𝑖) |w𝑗𝑖} = exp(
𝜎2

𝑗

2
)

Φ∗
𝑗(l𝑖 − 𝛔𝑗,u𝑖 − 𝛔𝑗, 𝚺𝑗)

Φ∗
𝑗(l𝑖,u𝑖, 𝚺𝑗)

All the predictions above can bemade after estimation by using predict. By also specifying either the
pr or the pr(𝑙𝑗𝑖,𝑢𝑗𝑖) option in predict, we can obtain conditional probabilities for a binary or ordinal
outcome or the conditional probability that a continuous outcome lies in the specified range (𝑙𝑗𝑖, 𝑢𝑗𝑖).

By also specifying the mean option, we obtain the conditional mean of a continuous endogenous

covariate. The e(𝑙𝑗𝑖,𝑢𝑗𝑖) option is used to obtain the constrained mean, and ystar(𝑙𝑗𝑖,𝑢𝑗𝑖) is used to

obtain the expected value with censoring.

Prediction of treatment effects and potential-outcome means in models with endogenous covariates

use the above formulas for the conditional mean and probabilities applied to the potential outcomes

𝑦1𝑖, . . . , 𝑦𝑇 𝑖 rather than the observed 𝑦𝑖. Methods and formulas for other predictions are given in the

Methods and formulas sections of [ERM] eoprobit, [ERM] eintreg, and [ERM] eregress.
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