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How do you compare?
Examining effects in multilevel models using contrasts.
If your statistical background includes ANOVA modeling 
and analysis of designed experiments, you are likely already 
familiar with contrasts. If not, contrasts may be a new 
concept, or perhaps you use certain types of contrasts but 
call them by different names. So before we jump to contrasts 
with multilevel models, let’s look at a few types of tests you 
can perform using Stata’s contrast command.

Making comparisons using 
contrast
As with the example data in Keppel and Wickens (2004, 
chapter 13), let’s suppose we have fifth-grade students 
who are asked to learn a set of vocabulary words and 
are tested on them a week later. We are interested in 
comparing three teaching methods and four types of 
words. When teaching, the teacher provides no verbal 
feedback, positive feedback, or negative feedback. The 
four word lists are categorized by the frequency with 
which the words are used, where freq=1 corresponds to 
words least frequently used and freq=4 corresponds to 
words most frequently used.  

Let’s start by regressing vocabulary test score on the 
frequency categories.  

The coefficients in the regression output are one type 
of contrast—comparisons with the base level of least 
frequently used words. Mean test scores for the third and 

fourth frequency levels are statistically greater than those 
for the first (base) level. However, it would be nice to 
know whether differences exist for each increase in word 
frequency level. Are there differences between the second 
and third levels? Between the third and fourth levels? We 
can use the ar. contrast operator to make these “reverse 
adjacent” comparisons.

Here we find that the change from level 2 to level 3 is 
the only one with a statistically significant difference in 
estimated mean scores.

We can see this large jump when we plot the estimated 
means using margins freq followed by the 
marginsplot command.
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Now, let’s fit a model allowing for an interaction between 
frequency and type of feedback by typing

. regress score freq##feedback 
(output omitted)

We can use contrast to obtain tests of the main and 
interaction effects.

We have statistical evidence for an interaction effect, but 
at this point, we can’t say much about where differences 
exist.  A plot allows us to visualize the interaction.

We can test specific hypotheses about the relationship 
between word frequency and teaching method. For 
example, when positive feedback is given, feedback=2, 
does word frequency have an effect?

 

There is no statistically significant difference in the four 
means for this teaching method. 

We can also test whether there is an effect of teaching 
method at individual frequency levels.

For the first and second frequency levels (but not the 
third and fourth), there is a statistical difference in the 
estimated means for the different teaching methods.  

Is there really any interaction if we consider only the 
change from the first to second frequency level?

We do not find evidence of an interaction effect at these 
frequency levels.

Multilevel models
We can easily apply the same types of contrasts when 
fitting multilevel models. For example, suppose that each 
student was tested multiple times. We can fit a random-
effects model allowing for student-level variation in the 
intercepts and perform the same types of contrasts. To do 
this, we could type

. mixed score feedback##freq || id: 

. contrast feedback##freq 

. contrast feedback@frequency

However, acknowledging that we have repeated 
measurements on students and a fairly small sample size, 
we request that both mixed and contrast report small-
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sample tests using a repeated-measures ANOVA method for 
computing denominator degrees of freedom.

As before, we find an interaction between the type of feedback 
and the frequency of word use. Using the contrast command 
below, we also find that the simple effects of feedback exist only 
for the lower-frequency words.

And beyond
We have considered fairly traditional experimental 
design applications. However, the use of contrast is 
not so limited. contrast can be used after fitting most 
models in Stata. Options are available for working 
with unequal group sizes and for adjusting results for 
multiple comparisons. Find details on these and many 
other extensions in [R] contrast.

—Kristin MacDonald 
Asst. Director of Statistical Services

Reference
Keppel, G., and T. D. Wickens. 2004. Design and Analysis: 

A Researcher’s Handbook. 4th ed. Upper Saddle River, 
NJ: Pearson. 

Bookmarks: 
Series 8 now available
Collect the latest set of five commemorative bookmarks 
documenting the accomplishments of  Thomas Bayes, 
Vera Nikolaevna Kublanovskaya, Max Otto Lorenz, 
Andrey Markov, and John Snow.

Available March 7. $2.50 in North America, $3.75 
internationally. Prices include shipping.

Read the bios for these and other 
statisticians featured in our bookmarks at 
stata.com/giftshop/bookmarks.

Issued in 2016.

Stata is a registered trademark of StataCorp LP.
stata.com

Thomas Bayes (c. 1701–1761) 
was a Presbyterian minister 
interested in calculus, geometry, 
and probability theory. He was 
born in Hertfordshire, England. 
The son of a Nonconformist 
minister, Bayes was banned 
from English universities and so 
studied at Edinburgh University 
before becoming a clergyman 
himself. Only two works are 
attributed to Bayes during 
his lifetime, both published 
anonymously. He was admitted 
to the Royal Society in 1742 
and never published thereafter.

The paper that gives us “Bayes’s 
Theorem” was published 
posthumously by Richard 
Price. The theorem has 
become an important concept 
for frequentist and Bayesian 
statisticians alike. However, 
the paper indicates that Bayes 
considered the theorem 
relatively unimportant. His 
main interest appears to have 

Issued in 2016.

Stata is a registered trademark of StataCorp LP.
stata.com

Vera Nikolaevna Kublanovskaya 
(1920–2012) was born in 
Krokhino, Russia, a small 
fishing village east of St. 
Petersburg. After finishing 
her secondary studies, Vera 
started her training to become 
a primary school teacher, but 
her grades were so outstanding 
that her mentors encouraged 
her to pursue a career in 
mathematics.

After graduation, she started 
working on computational 
algorithms for the Soviet 
nuclear program, from 
which she retired in 1955. 
She also participated in the 
development of numerical 
linear-algebra operations 
in the computer language 
PRORAB for the first 
electronic computer in the 
Soviet Union, BESM. In 
1955, she received her PhD. 

Issued in 2016.

Stata is a registered trademark of StataCorp LP.
stata.com

Max Otto Lorenz (1876–1959) 
was born in Burlington, Iowa. 
He did his undergraduate 
studies at the University of Iowa 
and received his PhD from 
the University of Wisconsin–
Madison in 1906. In 1905, he 
published his only article in a 
scientific journal, “Methods of 
Measuring the Concentration 
of Wealth”. In the article, 
he introduces what we now 
call the Lorenz curve, a term 
first introduced in a statistics 
textbook in 1912.

Lorenz worked all of his life 
in governmental statistical 
institutions. He was the 
Deputy Commissioner of 
Labor and Industrial Statistics 
for Wisconsin, worked for the 
U.S. Bureau of the Census, the 
Bureau of Railway Economics, 
and was the Director of the 
Bureau of Statistics and the 
Bureau of Transport and 
Economic Statistics.

Issued in 2016.
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stata.com

Andrey Markov (1856–1922) 
was a Russian mathematician 
who made many contributions 
to mathematics and statistics. 
He was born in Ryazan, 
Russia. In primary school, 
he was known as a poor 
student in all areas except 
mathematics. Markov attended 
St. Petersburg University, where 
he studied under Pafnuty 
Chebyshev and later joined the 
physicomathematical faculty. He 
was a member of the Russian 
Academy of the Sciences.

Markov’s first interest was in 
calculus. He did not start his 
work in probability theory 
until 1883, when Chebyshev 
left the university and Markov 
took over his teaching duties. 
A large and influential body 
of work followed, including 
applications of the weak law 
of large numbers and what are 
now known as Markov processes 
and Markov chains. His work 
on processes and chains would 
later influence the development 
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John Snow (1813–1858) 
was born in York, England. 
From age 14, he worked as 
an apprentice and assistant to 
surgeons in northeast England 
and Yorkshire. In 1836, Snow 
moved to London; he was 
admitted to the Royal College 
of Surgeons in 1838 and the 
Royal College of Physicians in 
1850. He made outstanding 
contributions to the adoption of 
anesthesia and is considered one 
of the originators of modern 
epidemiology. Snow died 
following a stroke in 1858.

Snow calculated dosages for ether 
and chloroform. He personally 
administered chloroform to 
Queen Victoria for the births 
of her last two children, which 
helped obstetric anesthesia gain 
wider acceptance.

Snow was skeptical of the 
miasma theory that cholera was 
caused by foul air. His essay On 
the Mode of Communication of 
Cholera was first published in 
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In the spotlight: Bayesian IRT—4PL model
Item response theory (IRT) is often used for modeling 
the relationship between the latent abilities of a group of 
subjects and the examination items used for measuring 
their abilities. Stata 14 introduced a suite of commands 
for fitting IRT models using maximum likelihood; see, 
for example, “In the spotlight: irt” by Rafal Raciborski 
in Stata News,  Volume 30 Number 3 and the [IRT] Item 
Response Theory Reference Manual for more details. One-
parameter logistic (1PL), 2PL, and 3PL IRT models 
are commonly used to model binary responses. Models 
beyond 3PL, such as 4PL and 5PL models, have not 
been as widely used. One of the reasons is the difficulty 
in estimating the additional parameters introduced by 
these models using maximum likelihood. In recent years, 
these models have been reconsidered within the Bayesian 
framework (Loken and Rulison 2010; Fox 2010; Kim and 
Bolt 2007). In this article, we demonstrate how to fit a 
Bayesian 4PL model using bayesmh.

Data
We will use the abridged version of the mathematics and 
science data from DeBoeck and Wilson (2004), which 
contains 800 student responses, y, to 9 test questions 
(items) intended to measure mathematical ability.  To fit 
IRT models using bayesmh, the data must be in long 
form with items, item, recorded as multiple observations 
per subject, id.

Model
We consider the following 4PL model,

P(Yij = 1) = c + (d−c)InvLogit{ai(θj−bi )}, c < d < 1

where i = 1, 2, ..., 9 and j = 1, 2, ..., 800. The 4PL model 
extends the 3PL model by adding an upper asymptote 
parameter d ≠ 1. The d parameter can be viewed as an 
upper limit on the probability of correct response to the 
ith item. The probability of giving correct answers by 
subjects with very high ability can thus be no greater 
than d. ai and bi are item-specific discrimination and 
difficulties. Here we consider a common guessing 
parameter c and a common upper asymptote parameter 
d, but they can also be item specific. InvLogit( ) is an 
inverse-logit function. The latent abilities θj are assumed 
to be normally distributed:

θj ~ N(0,1)

A Bayesian formulation also requires prior specifications 
for all other model parameters.  This is an important step 
in Bayesian modeling and must be considered carefully.  
For illustration, we consider the following priors.

Discrimination parameters ai’s are assumed to be positive 
and are often modeled in the log scale. Because we 
have no prior knowledge about the discrimination 
and difficulty parameters, we assume that the prior 

distributions of ln(ai) and bi have support on the 
whole real line and are symmetric.  A normal prior 
distribution is thus a natural choice. To control the 
impact of the prior on these parameters, we consider a 
hierarchical Bayesian model specification and introduce 
hyperparameters to model means and variances of the 
normal prior distribution.

ln(ai) ~ N( μa, σ2
a )

bi ~ N( μb, σ2
b )

We use informative priors for the guessing parameter c 
and the upper asymptote parameter d. We assume that the 
prior mean of c is about 0.1 and use an inverse-gamma 
prior with shape 10 and scale 1 for c. We restrict d to the 
(0.8,1) range and assign it a Uniform(0.8,1) prior.

c ~ InvGamma(10, 1)

d ~ Uniform(0.8, 1)

The mean hyperparameters, μa and  μb, and variance 
hyperparameters, σ2

a  and σ2
b, require informative prior 

specifications. We assume that the means are centered at 
0 with a variation of 0.1.  To lower the variability of the 
ln(ai) and bi parameters, we use an inverse-gamma prior 
with shape 10 and scale 1 for the variance parameters so 
that their prior means are about 0.1.

μa,  μb ~ N(0, 0.1)

σ2
a , σ2

b  ~ InvGamma(10, 1)

Using bayesmh
We specify the model above using bayesmh as follows:

The first two lines model the probability of success of 
a Bernoulli outcome as a nonlinear function of model 
parameters.  Subject-specific parameters {subj:} and 
item-specific parameters {discrim:} and {diff:} are 
included as “random effects” in the model by using the 
corresponding redefine() options (available in Stata 
14.1) for computational efficiency.  The priors for model 
parameters are specified in the corresponding prior() 
options. We place model parameters in separate blocks 
to improve the simulation efficiency and provide more 
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sensible initial values for some of the parameters.  Here 
we treat the abilities {subj:i.id} as nuisance parameters 
and exclude them from the final results.  We use a longer 
burn-in period, burnin(5000), to allow for longer 
adaptation of the MCMC sampler, which is needed given 
the large number of parameters in the model.

bayesmh produces the following results:

The upper asymptote parameter d is estimated to be 0.96 
with a 95% credible interval of [0.94, 0.99]. The estimate 
is fairly close to one, so a simpler 3PL model may be 
sufficient for these data.

Comparing models 
More formally, we can compare deviance information 

criteria (DIC) of the 4PL and the 3PL (with d = 1) 
models. 

The DIC of the 3PL model (not shown here) is 8049.4. 
The 4PL model has a lower DIC value, 8032.7, which 
suggests that the 4PL model provides a better fit. 
However, we should not rely solely on the DIC values 
to make our final model selection.  A practitioner may 
still prefer the simpler 3PL model given that the upper 
asymptote estimate is close to one.

For more examples of Bayesian binary IRT models and 
details about model specifications, see our blog entry: 
“Bayesian binary item response theory models using 
bayesmh” (stata.com/blog/bayes-irt).

—Nikolay Balov 
Senior Statistician and  

Software Developer, StataCorp 
 

—Yulia Marchenko 
Executive Director of Statistics, StataCorp
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CONFERENCE
Reaching new heights

July 28–29, 2016
Looking to increase your Stata IQ, or perhaps just want 
an excuse to enjoy a few days in the city that is second 
to none? You can’t miss with the 2016 Stata Conference, 
which will be held July 28–29 in Chicago, Illinois 
(immediately before the 2016 Joint Statistical Meetings, 
also in Chicago).

The Stata Conference provides a unique users-group 
experience, bringing together top researchers from 
around the world and Stata developers in an intimate 
atmosphere where everyone is welcome. If you haven’t 
attended the Stata Conference before, come see what 
you’ve been missing!

• Meet with expert users and Stata developers.

• Gain new perspectives and new ways to use Stata.

• Share your insights and build connections.

Don’t miss this opportunity to connect with fellow 
researchers and Stata developers. 

Registration opens in April.

Call for presentations
Guidelines
All users are encouraged to submit abstracts, from which a 
subset will be chosen for either a short (15 minutes) or a 
long (25 minutes) presentation (both to be followed by 5 
minutes for questions). Any topic related to Stata or relevant 
to Stata users is appropriate, including the following:

• New user-written commands for model estimation, 
graphing, data management, results reporting, or 
other purposes

• New approaches for using Stata to manage or analyze 
data, for programming Stata or Mata, or for using 
Stata together with other software or frameworks

• Innovative use or evaluations of existing Stata 
commands

• New analytic methods of particular relevance to Stata users

• Case studies of using Stata for specific applications or 
in specific disciplines or settings

• Methods and resources for teaching statistics with 
Stata or for teaching the use of Stata

• Comparisons of Stata to other software

Submissions
Please submit an abstract of no more than 200 words 
(ASCII text, no math symbols) using the web submission 
form at stata.com/chicago16. All abstracts must be 
received by March 31, 2016. Please include a short, 
informative title, and indicate whether you wish to be 
considered for a short (15-minute) or long (25-minute) 
presentation. 

For complete guidelines, visit stata.com/chicago16.

Scientific committee
Phil Schumm (Chair)
The University of Chicago
Department of Public Health Sciences

Richard Williams
University of Notre Dame
Department of Sociology

Scott Long
Indiana University
Department of Sociology

Matias Cattaneo
University of Michigan
Department of Economics

#stata2016 
stata.com/chicago16

When July 28–29, 2016

Where Gleacher Center
The University of Chicago Booth 
School of Business
450 North Cityfront Plaza Drive
Chicago, IL 60611

Who Stata developers

You and Stata users from around 
the world
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 Coming soon
More dates and locations are forthcoming. Check our 
site frequently for updates at stata.com/meeting, or 
sign up for an email alert at stata.com/alerts.

2016 Stata Users Group meetings

EUSMEX 2016
Aguascalientes, Mexico | May 18

stata.com/meeting/mexico16

2016 German Stata Users Group meeting
Cologne, Germany | June 10

stata.com/meeting/germany16

2016 London Stata Users Group meeting
London, UK | September 8–9

stata.com/meeting/uk16

2016 Nordic and Baltic Stata Users Group meeting
Oslo, Norway | September 13

stata.com/meeting/nordic-and-baltic16

2016 Italian Stata Users Group meeting
Rome, Italy | November 17–18

stata.com/meeting/italy16

2016 Belgium Stata Users Group meeting
Brussels, Belgium | September 6

stata.com/meeting/belgium16

2016 Oceania Stata Users Group meeting
Sydney, Australia | September 29–30

stata.com/meeting/oceania16
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New from Stata Press

An Introduction to Stata Programming, Second Edition

 Author: Christopher F. Baum
 Copyright: 2016
 Pages: 412; paperback
 Price: $58.00

Christopher F. Baum’s An Introduction to Stata 
Programming, Second Edition, is a great reference for 
anyone who wants to learn Stata programming.

Baum assumes readers have some familiarity with Stata, 
but readers who are new to programming will find the 
book accessible. He begins by introducing programming 
concepts and basic tools. More advanced programming 
tools such as structures and pointers and likelihood-
function evaluators using Mata are gradually introduced 
throughout the book alongside examples.

This new edition reflects some of the most important 
statistical tools added since Stata 10. Of note are factor 
variables and operators, the computation of marginal 
effects, marginal means, and predictive margins using 
margins, the use of gmm to implement generalized 
method of moments estimation, and the use of suest for 
seemingly unrelated estimation.

As in the previous edition of the book, Baum steps the 

reader through the three levels of Stata programming. 
He starts with do-files. Do-files are powerful batch files 
that support loops and conditional statements and are 
ideal to automate your workflow as well as to guarantee 
reproducibility of your work.

He then delves into ado-files, which are used to extend 
Stata by creating new commands that share the syntax 
and behavior of official commands. Baum gives an 
example of how to write a command to calculate 
percentiles and the range of a variable, complete with 
documentation and certification.

After introducing the fundamentals of command 
development, Baum shows users how these concepts 
can be applied to help them write their own custom 
estimation commands by using Stata’s built-in numerical 
maximum-likelihood estimation routine, ml, its built-in 
nonlinear least-squares routines, nl and nlsur, and its built-
in generalized method of moments estimation routine.

Finally, he introduces Mata, Stata’s matrix programming 
language. Mata programs are integrated into ado-files to 
build a custom estimation routine that is optimized for 
speed and numerical stability. Baum briefly discusses how 
ado-file programming concepts relate to Mata functions 
and objects. He also explains some of the advantages of 
using Mata for certain programming tasks.

Baum introduces concepts by providing the background 
and importance of the topic, presents common uses and 
examples, and then concludes with larger, more applied 
examples he refers to as “cookbook recipes”.

Many of the examples are of particular interest because 
they arose from frequently asked questions from Stata 
users. If you want to understand basic Stata programming 
or want to write your own routines and commands using 
advanced Stata tools, Baum’s book is a great reference.

Read the table of contents or order online: 
stata-press.com/books/introduction-stata-programming.

Want to know what’s coming next from Stata Press? Sign up to 
be alerted when new titles are published:

stata-press.com/forthcoming
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New from the Stata Bookstore

Applied Ordinal Logistic 
Regression Using Stata

 Author: Xing Liu
 Publisher: Sage Publications
 Copyright: 2016
 Pages: 523; paperback
 Price: $58.75

Applied Ordinal Logistic Regression Using Stata by Xing 
Liu is an approachable introduction to ordinal logistic 
regression for students and applied researchers in 
education, the behavioral sciences, the social sciences, 
and related fields. Liu provides worked examples and the 
corresponding Stata commands. This book is a practical 
guide to understanding and implementing a variety of 
models for ordinal data.

Read more or order online: 
stata.com/bookstore/applied-ordinal-logistic-regression-using-stata.

Introduction to Econometrics, 
Update, Third Edition

 Authors: James H. Stock and 
Mark W. Watson

 Publisher: Pearson Education
 Copyright: 2015
 Pages: 790; hardcover
 Price: $198.75

Introduction to Econometrics, Update, Third Edition, by James 
H. Stock and Mark W. Watson, is a real page-turner. By 
ingeniously introducing statistical methods as a means 
of answering four interesting empirical questions, the 
authors have written a rigorous text that makes you want 
to keep reading to find out how the story ends. The 
authors use the excitement generated by the questions as 
a springboard for an excellent introduction to estimation, 
inference, and interpretation in econometrics.

Read more or order online: 
stata.com/bookstore/introduction-econometrics.

Introductory Econometrics: A 
Modern Approach, Sixth Edition

 Author: Jeffrey M. Wooldridge
 Publisher: Cengage Learning
 Copyright: 2016
 Pages: 789; hardcover
 Price: $209.75

The sixth edition of Jeffrey Wooldridge’s textbook, 
Introductory Econometrics: A Modern Approach, lives up to 
its subtitle in its choice of topics and its treatment of 
standard material.

Wooldridge recognizes that modern econometrics 
involves much more than ordinary least squares (OLS) 
with extensions for autocorrelation, heteroskedasticity, 
and such.  He does cover OLS in detail, but does so 
within the larger context of current techniques of 
estimation and inference for time-series data, panel data, 
limited dependent variables, and sample selection.

Read more or order online: 
stata.com/bookstore/introductory-econometrics.

Multilevel Modeling in Plain 
Language

 Authors: Karen Robson and 
David Pevalin

 Publisher: Sage Publications
 Copyright: 2016
 Pages: 146; paperback
 Price: $32.00

Multilevel Modeling in Plain Language by Karen Robson and 
David Pevalin is a unique book on multilevel modeling. 
The book provides a conceptual understanding of 
multilevel models and the motivation for using them. The 
book includes many examples, all worked using Stata.

Read more or order online: 
stata.com/bookstore/multilevel-modeling-in-plain-language.
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NetCourses®

Learn how to exploit the full power 
of Stata with our affordable, 
convenient, web-based courses. 
We offer NetCourses for Stata 
users of all experience levels, from 
beginning to advanced.

Introduction to Stata
Learn how to use all of Stata’s tools and 
become a sophisticated Stata user. You will 
understand the Stata environment, how to 
import and export data from different formats, 
how Stata’s intuitive syntax works, data 
management in Stata, and more.

March 4–April 15, 2016 
July 8–August 19, 2016 .................................... $95.00

Statistical Graphics Using Stata
Learn how to communicate your data with Stata’s 
powerful graphics features. Topics include using graphs 
to check model assumptions; formatting, saving, and 
exporting your graphs for publication; using the Graph 
Editor; creating custom graph schemes; creating complex 
graphs by layering and combining multiple graphs; using 
margins and marginsplot; and more. 

March 4–April 15, 2016 
July 8–August 19, 2016 .................................. $150.00

Introduction to Stata Programming
Become an expert in organizing your work in Stata. Make 
the most of Stata’s scripting language to improve your 
workflow and create concretely reproducible analyses. Learn 
how to speed up your work and do more complete analyses.

March 4–April 15, 2016 
July 8–August 19, 2016 .................................. $150.00

Writing Your Own Stata Commands
Learn how to create and debug your own commands that 
are indistinguishable from the commands that ship with Stata.

July 15–September 2, 2016 ............................ $175.00

Univariate Time Series  
with Stata
Learn univariate time-series analysis with an emphasis 
on the practical aspects most needed by practitioners and 
applied researchers.

July 15–September 2, 2016 ............................ $295.00

Introduction to Panel Data 
Using Stata
Become an expert in the analysis and implementation of 
linear, nonlinear, and dynamic panel-data estimators using 
Stata. Geared for researchers and practitioners in all fields, 
this course focuses on the interpretation of panel-data 
estimates and the assumptions underlying the models that 
give rise to them. 

July 15–August 26, 2016 ................................ $295.00

Introduction to Survival Analysis 
Using Stata
Learn how to effectively analyze survival data using 
Stata. We cover censoring, truncation, hazard rates, and 
survival functions. Discover how to set the survival-time 
characteristics of your dataset just once and apply any of 
Stata’s many estimators and statistics to those data.

July 15–September 2, 2016 ............................ $295.00

stata.com/netcourse

NetCourseNow™

The dates above don’t work for you? No problem! 
NetCourseNow allows you to set the time and work 
at your own pace as well. It also gives you a personal 
instructor to guide you through the course.

stata.com/netcourse/ncnow
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ICPSR Summer Program 
in Quantitative Methods of 
Social Research

June–August 2016
Since 1963, the Inter-university Consortium for Political 
and Social Research (ICPSR) has offered the ICPSR 
Summer Program in Quantitative Methods of Social 
Research as a complement to its data services. The 
Summer Program provides a comprehensive program of 
studies in research design, statistics, data analysis, and social 
science methodology. The Summer Program has become 
internationally recognized as a preeminent learning 
environment for basic and advanced training in the 
methodologies and technologies of social science research.

The ICPSR Summer Program offers two four-week 
sessions that include a variety of statistical workshops and 
lectures, as well as workshops that examine the impact 
of various methodologies on specific substantive issues. 
Additionally, the four-week curriculum features nightly 
informal lectures presented by research scholars who have 
made important contributions to the development of 
social science methodology. The sessions take place in Ann 
Arbor, Michigan, on the University of Michigan campus.

The ICPSR Summer Program also offers numerous 
three- to five-day workshops on a variety of statistical 
topics and substantive issues. Many of these workshops 
take place in Ann Arbor, Michigan, as well as other 
locations across the United States and Canada.

Participants in each year’s Summer Program generally 
represent about 25 different departments and disciplines 
from over 350 colleges, universities, and organizations 
around the world. 

Three of this year’s ICPSR courses are taught by 
StataCorp staff and will be of particular interest to Stata 
users.

Handling Missing Data Using  
Multiple Imputation in Stata

Rose Medeiros, Senior Statistician
July 6–8, 2016

Structural Equation Modeling with Stata

Kristin MacDonald, Asst. Director of Statistical Services
July 18–20, 2016

Multilevel and Mixed Models Using Stata

Rose Medeiros, Senior Statistician
July 27–29, 2016

For more information, visit  
stata.com/news/icpsr2016.

Public training
Learn Stata from StataCorp’s experts. These two-day 
courses take place in Washington, DC, and are ideal for 
researchers and individuals who want to learn more or 
gain a deeper understanding of Stata.

Using Stata Effectively: Data 
Management, Analysis, and 
Graphics Fundamentals

March 8–9, 2016 
April 26–27, 2016

Aimed at both new Stata users and those who wish to 
learn techniques for efficient day-to-day use of Stata, this 
course teaches you to use Stata in a reproducible manner, 
making collaborative changes and follow-up analyses 
much simpler. 

Structural Equation Modeling 
Using Stata

March 10–11, 2016

Learn how to illustrate, specify, and estimate structural 
equation models in Stata using Stata’s SEM Builder 
and the sem command. The course introduces several 
types of models, including path analysis, confirmatory 
factor analysis, full structural equation models, and latent 
growth curves. 

Handling Missing Data Using 
Multiple Imputation

April 21–22, 2016

Learn all aspects of multiple-imputation (MI) analysis, 
including creation of MI data using the multivariate 
normal and chained-equations (or fully conditional 
specification) imputation methods, manipulation of MI 
data, and analysis of MI data. 

stata.com/public-training
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THE STATA JOURNAL 
Editors’ Prize

The editors of the Stata Journal, H. Joseph Newton (Texas A&M University) and 
Nicholas J. Cox (Durham University), are delighted to announce the award of the 
Editors’ Prize 2015 to Richard Williams.

The aim of the Stata Journal Editors’ Prize is to reward contributions to the Stata 
community in respect of one or more outstanding papers published in the Journal in the 
previous three calendar years.

Richard Williams is being awarded based on exemplary clarity and care in exposition 
and on excellent programs in a key sector of statistical science greatly extending the 
functionality available to users.

Read more about Williams’s outstanding contributions  
to the Stata community at stata-journal.com/editors-prize/2015.

Accepting nominations for 2016
Nominate your favorite Stata Journal authors for the Stata Journal Editors’ Prize 2016.

Nominations should name the authors and one or more papers published in the Stata Journal in the previous three 
years and explain why the work is worthy of the prize. The rationale might include originality, depth, elegance, or 
unifying power of work; usefulness in cracking key problems or allowing important new methodologies to be widely 
implemented; and clarity or expository excellence of the work.

The prize will consist of a framed certificate and an honorarium of U.S. $1,000, courtesy of the publisher of the Stata 
Journal.

Nominations should be sent as a private email to editors@stata-journal.com by July 31, 2016. Nominations will be 
considered confidential both before and after the awarding of the prize. Neither anonymous nor public nominations will 
be accepted.

For a complete list of rules and to view all previous winners, visit

stata-journal.com/editors-prize
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